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Abstract

Today search engines are the worldwide source of retrigafiogmation. People use them daily in
various aspects of life for different aims such as businastgrtainment, informational need, nav-
igational search, etc. The importance of Web searchingvattes us to understand Web searching
trends and user behaviors. Figuring out user search betahaoacteristics can help us to improve
the user experience. To achieve this goal we need to uséhdegsc As the log files contain highly
detailed interaction of users, this information can be usaeveal the users behavior. The length
of the log file, i.e, the period of the record, can affect thedsors that can be revealed, if at all,
and as we want to study the user behavior in long term we usetbtiyest log file available in
literature, which is the AOL log.

The log files are just the records of user interactions, infitlsé step, we are interested in
grouping related activities together and finding the boueddetween these groups. Itis accepted
to call these groups "sessions”. There are two major waysétecting session boundaries. The
first is based on the interval of time that passed betweendbequeries. It is popular to use a
global threshold for all the users to identify the sessiargre its value varies in different studies.
The intervals longer than the threshold are thought to shrealds between sessions.

Using a global session threshold does not consider eachpessonally and rather all the
users are the same, so it introduces artifacts that maytaffecanalysis. We show that using
a global session threshold, regardless of its value, inspiiet session durations and we do not
obtain a natural distribution. Thus we suggest an algorithat provide an individual threshold
based on each user’s search activity pattern. We comparedigarithm findings with Human
evaluations and received high precision and recall. We kdtethe impacts of our individual
suggested thresholds on the number of queries in a sessibtharsession length distribution.
Finally we checked the correlation between them.

The second way for combining the log record entries is basg¢bdesimilarity between queries.
We first used a simple containment method and after that we miggams to find the similarity.
All this was done after removing the stop words. Using theamgmethod we built heat maps that
show the similarity between all the pairs of user queriesis Bmabled us to recognize different
search patterns such as repetition, editing and etc.

Finally we merged these two different concepts of combirimguser activities. Using our
personal threshold and the n-gram method we received hagtision and found out that most of
the time these two methods agree with each other. We alsceqldtne topic changes in sessions
that contained more than one quest.

As a part of revealing user behavior, we also studied chasgifqueries at the preliminary part



of our research. We concentrated on navigational queniggesting a simple method to identify
them and evaluated their different properties.

Our findings can be used in future evaluations such as magtianlong-term user behavior,
user search strategies in long-term, etc.
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Chapter 1

| ntroduction

The development of the Internet and web in recent years gesvaccess to a rich collection of
information resources and services to the global commumifgb search has become a central
instrument for satisfying information needs, and largelylaced other media in searching such as
newspapers, magazines, etc. Major search engines sucloggeG¥ahoo, etc are now among the
largest companies in the world.

As the Web gets larger and more complex, it is more essenptialders to find relevant infor-
mation efficiently. The web’s growth creates new challerfigesmformation retrieval. The amount
of information on the web is growing rapidly, as well as themoer of users. Searching in the web
is used extensively by users for many different purposesyesmeed to engineer proper search
systems that help users find what they need quickly and ivgiyit and to improve the search ex-
perience for consumers. Engineering a search engine idlarfiiag task and to achieve this goal
we need to understand the requirements.

Search engines are designed to serve human users and &eatte get the precise results they
seek. To help improve searching on the web we need a betteratadding of users characteristics:
how they search, what are their behaviors, what are theicksetrategies. By understanding user
search behaviors we will better understand the user reqgainés of search engines.

To achieve good understanding we need to analyze many udetiies while searching. Re-
grettably there is no way to record all the aspects of the aistarity, since users may search from
home, work, cafe-nets, etc. Thus the only way to record usetisity is logging their search
gueries as they are received by the search engine. This iseauigd with some other parameters
such as issuing time, URL and rank of viewed pages, etc.

Search engine logs contain the user activity and are a usefuite of information about user
behavior. This can be used to obtain a better understanfiwmglobased information seeking and
user’s information needs. Analysis done using such logsffact the design of search engines to
improve the user experience and to provide more accuraiésés improve their performance.

Several search engine logs are available for research fvarsess such as Excite, Altavista, etc.
They cover variable periods of time, from hours to days orwpt®of weeks. The AOL log is the
longest published log that is accessible to researchais;@rers three month of activity. Previous
work done using these logs mostly focused on short term wet®avior and tried to characterize
search parameters such as query length, number of viewed pagmber of clicked URLS, etc.
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We concentrate on long term user behavior. We define twordiiteconcepts, ofession and
guest, and divide the sequence of user activity according to thera way to reveal the user’s
activity while searching. Specifically, we identify sesgdy suggesting per-user thresholds on
the time intervals between each successive queries retardée log, and quests are based on
the similarity between query terms, which help us to find thlatronship between the queries
in the search process. Moreover we consider the relatiomdeegt these two concepts using the
combination of our metrics. This is useful in charactegzsearch patterns.

We also try to categorize the users queries into differeatigs according to intent such as
navigational queries. We suggest a simple method to igenakigational queries. Applying
this method, we found longer time intervals after navigaicqueries. We exploit the long-term
coverage of the log to identify queries that are related t@snevents, by noting the combination
of high popularity in one week and relatively low populagiat other times.

This research tries to provide the first steps toward longrteehavior studies and to show
related characteristics, it can be used a basis for diffeaspects of this topic for more deep
analysis in the future, such as attempts to model the lomg-iser behavior, user search strategies
in long-term, and periodic search in long-term.



Chapter 2
Related Work

Logs from web search engines record the activity of usersilévle logs cover different periods
of activity from one day to a couple of weeks or months and @ionthousands of users. Using
long logs that cover a couple of months gives us the podyiltdi study behavior of users for a
continuous period that can help to find out different usagtepas which are impossible to reveal
in short logs of one day or a week.

Most of the logs contain timestamps that mark the queryngstiime but none of them indicates
when the user stopped viewing the results, so the first aigalés to divide the user activity into
a sequence of intervals to have a better view of users timetsning activity and to classify user
search patterns. These intervals are often referred tcsa®as and there are various definition for
them.

Silverstein et al. [27] define the session as a series of ggidy a single user made within
a short range of time. Jansen et al. [16] define it as the esges of queries by a user over a
number of minutes or hours. A session could be as short asumTg gr contain many queries. It
was then refined by Jansen and Spink [13] as the entire ségegnes submitted by a user during
one interaction with the Web search engine.

An important part of the analysis is dividing the queries td@into sessions. This segmenta-
tion is based mostly on the time-gap between query issuimgiery reformulation. Silverstein et
al. [27] used a global threshold of 5 minutes to separatesessJsing global session thresholds
is common and they are used with different values such as5l@&ntd 30 minutes [8, 10].

Using global thresholds for all users is not always appedpriAlthough we know that it is im-
possible to find the real session lengths, we believe thagwsbitrary values as global thresholds
dose not identify the session boundaries. This was clairnsedo@fore by Murray et al. [22], who
suggested a personal threshold using a hierarchical aggiive clustering algorithm.

Using the content of the queries and looking for topic swetctvas also suggested as a way to
identify sessions. Spink et al. [4] and He et al. [11] used iti¢a to define search patterns. There
is also parallel usage of these ideas: He et al. [11] use timbic@tion of search pattern and global
threshold to identify sessions.

Another aspect that has been studied using query logs isifyiag the queries according to
intents or topics. This division aims to clarify the intetian of the user with the search engine.
Broder [7] divided queries into three types of Navigatiomaiiprmational, and Transactional. This

3



division is widely accepted and used by researches, althibmgs also expanded with some added
sub-categories [17, 25]. Brenes et al. [5] used another idedassifying queries, a grouping
criteria based on the popularity of the query submitted éosisarch engine.

Statistics such as query length, session length, numbeickd results, etc. were used to
characterize user behavior by Jansen et al. and Silversteain [15, 27]. Even user location was
considered: Spink et al. [30] compared US users with Eunopea

There are several query topic taxonomy definitions. Spin&l.e29, 31, 28] attempted to
classify queries according to topics using 11 topical aaieg. Using this, they show how the
focus of what people search for changes with time. Beitzel. g8hstudied the query popularity
changes on an hourly basis at topic categories. The numlmategories and their sub-categories
varies: Ross and Wolfram [26] used 30 categories and Chuanyamgi[24] used a taxonomy
with 15 categories and 85 sub-categories.

All the researches mentioned above concentrate on usahseanavior in short periods and
do not evaluate the user search behavior in long term.

It is probable that search engine companies such as GoageoY etc. have conducted some
additional research in this field but they are saved as bssisecrets and not revealed.



Chapter 3

Analysis

3.1 Choosing aDatalLog

In our research we try to characterize user behavior so werpee to use a log which contains the
user’s interaction with the search engine for a long periathwe, for more than a couple of hours
or days. In particular, using long logs allow us to find diffiet patterns and phenomenas such as
periodic searches or high rate news searches as we see later.

We choose to work with the AOL log, as it is yet the longest ladplshed. We assume that
there are search engine companies such as Google, Yahothattave longer and bigger logs,
but as they are not publicly published researchers have o@sado them and their volume is
unknown. The AOL log consists of about 30 million queriesfrabout 650,000 users over three
months (01, March, 2006 to 31, May, 2006). In this log all theemges of a user are gathered
and given an anonymous identifier. The log is sorted by thesayamous user IDs. As in most
logs, AOL contains the following fields: Anonymous-ID, QueQuery-Time, Iltem-Rank, Clicked-
URL. Queries are case shifted and most punctuation markeer@ed. Query-Time indicates the
guery issuing time for searching. Item-Rank is the rank ofitdy® in the results list that the user
clicked. Clicked-URL is the domain portion of the URL of the &k item. The last two fields
appear only if the user clicked on any item in the suggestaultlist, so tuples in the log can be
divided into two groups of events: those where the user patched the query and did not click
on any results, so they contain just the first three fields imeet above, and those queries that
have been clicked on thus containing all the five fields. Irctme that a user clicked on more than
one item from the results list there would be multiple tugesrespondingly in the log. If a user
asks for the next results page a tuple with the same query #ateratime-stamp will be added
to the log. It is possible to identify different queries amdjuests for new pages using different
combinations of the first three fields.

In total the AOL log has 657,426 unique user ID's and cont&is389,567 lines of data.
16,946,938 of them are queries without user clicks and thig(18,442,629) are queries with user
click-through. It contains 21,011,340 new queries (witlwithout click) and 7,887,022 requests
for next-page of results. It has 10,154,742 unique (nozed)i queries. These figures are from the
README file accompanying the data. The AOL data log is dividetd iten parts and sometimes
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Figure 3.1: Number of web searches at each hour of day

we used one arbitrary part.
In the following section we analyze basic characteristidhie AOL search engine data log as
the opening of our process of modeling user behavior in walche

3.2 Number of Queriesat Different Hours of Day

The log is supposed to mostly represent human users althsmrgh queries are probably issued
by robots. As we put emphasis on human user behavior, it isatids to remove user’s activity
that are non-humans (robots). The simplest method is to fiedet users by high rate of query
issuing. In our study we use Duskin’s analysis [9], which keat with the AOL log and classified
the user to three groups of human, robots, and unclassifieid tisat had no sure evidence to
fit them to either of the first two groups. He supplies files vitik ids of users for the last two
groups. Although this classification may not be perfect, amaaved all these users before any of
our analysis to assure that our analysis is done on humasa osbt. As the cleaned log contains
mostly human users activity, we expect to see some pattatspiecifies the preferred web search
hours, and specifically a daily cycle of activity. Thus we giyncounted the number of queries at
each hour of the day for the full duration of the log.

Figure 3.1 shows that web searches are done at any hour aedstep. We can see that the
lowest rate of searches is at 4:00 to 5:00 o’clock at mornihgmmost people are asleep. Then
it starts to arise during the day till it reaches its highest rat about 20:00 PM to 21:00 PM, and
then decreases again. We can say that the preferred timedmhsng is at evening after the day’s
work time.

To see if we have any interesting pattern also for web searehan minute or second of the

6



100000

10000 i

1000

100 ¢ 7

Num of time intervals

10 | ;

1 | | | | | | |
0 500 1000 1500 2000 2500 3000 3500 4000

Time intervals between two successive searchs in seconds
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day, we have also counted number of queries at each minutgegondd of the day, but as expected
these look like random noises and don't follow any pattern.

3.3 Timelnterval between Two Successive Queries

Another interesting point is the rate of issuing queries bgra. The time interval distribution of
adjacent queries of users can help us understand the sésdimm will be defined later) time
length of users. To do this we traversed the log tuples anddfdie time difference between each
two adjacent queries of each user. The adjacent log entrieseos that had the same time-stamp
with identical query were removed. This way we also find thesinfiequent interval, which is the
interval of time with the highest number of occurrences.

At first we determined the maximal interval length to be 60utés and ignored longer inter-
vals as we thought although these queries are sequensgalpgaan hour to issue the second query
does not point to continuous search activity. Figure 3.2gn6 axis is in log scale) shows the
time intervals between adjacent queries with maximum keofan hour. As we see the curve is
smooth and continuous so classifying the time intervalsfterént long or short groups would not
be easy since the graph shows no threshold that dividedstofiposite to what is expected, a bi-
modal distribution which divides the intervals into longdeshort groups of intervals which would
point to intervals that are part of a continuous search igtir intervals that are between these
continuous series of activity, what are usually referredddime intervals in or between sessions.

As we can not exclude the existence of users who searchethgously after more than an
hour, and also to have a wider view, we set the maximal timervat to one day (24 hours) and
repeated the previous process. Our findings are illustiatedyures 3.3 and 3.4 (note X axis is in
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log scale). These Figures show all the time intervals forlangth even longer than on day. We can
see that about 30% of intervals are shorter than one minutéean than 40% of them are longer
than one hour. We can see also that there exist intervalsehelh our maximal boundary (which
is 24 hours) but as the intervals get longer their numberedesas. Figure 3.4 shows a histogram
of the intervals between queries on log-log axis. This iatis that the distribution actually has a
heavy tail.

3.4 Most Popular Queriesand Their Rate

In order to find the most popular queries we traversed the tahjfar each query recoded the
number of times that it was searched by different users. drcise that a user searched a query
more than one time we just count his first search. Then wedaone queries according to the
number of times they were searched, giving the first rankeéaotbst searched query term. Figure
3.5 illustrates this (this figure is based on one part of thé. A&Y which was choose randomly).
This figure is in log-log scale and shows a straight line thatn indicator of a Zipf distribution
which is common for such cases.

We see that there are few queries that have high searchegyaatl most of the queries were
not searched too often. The most popular query is ’-" withwtdky,000 hits, which we think is
typing typo or some preprocessing search engine fault. Thetienty highest ranked queries
appear in table 3.1.

We also observe terms such as ’http’ and .com’ with high seanW/e tend to attribute these
also to some preprocessing search engine fault, but theilg@aty obeys the Zipf distribution
according to graph 3.5.



Rate | Hits Query

1 16925| -

2 5752 | google

3 3046 | mapquest

4 2431 | google.com

5 2382 | yahoo.com

6 2176 | ebay

7 2137 | yahoo

8 1918 | internet

9 1852 | myspace.com

10 1461 | www.google.com
11 1425 | http

12 1123 | www.yahoo.com
13 1065 | weather

14 1030 | myspace

15 1022 | .com

16 992 map quest

17 757 american idol
18 751 mapgquest.com
19 751 www.myspace.con
20 736 ebay.com

Table 3.1: The first twenty highest ranked queries

3.5 Classifying Queriesinto Different Groups

We tried to classify the queries into three categories: [@pgueries which are queries that are
always asked, news-queries which are asked during a spseitic depending on news events, and
the rest.

We divided the three month log data into thirteen weeks atréeved the first hundred most
searched queries of each week. Then we gathered all thesesyard found for each query the
number of times (weeks) it appeared as a top-100 query. Wingaliagram shown in Figure 3.6.

We can recognize a bimodal distribution of queries in thelyral he first high column repre-
sents the queries that were included just for once in thetinstired high searched weekly queries.
The last column are the queries that were included duringelihirteen weeks in the first hundred
most searched weekly queries. We believe that obviouslfirdtecolumn and also the second and
third column are mainly news-queries. Actually the newsgseare usually popular for just a few
days, but if the news event occurred at the end of the weekutdvappear popular for the next
week too.

Table 3.2 shows some examples of news-queries that werdgpapuring one, two, or three
weeks. The Week column shows the week the query appearedquEng’'s rank and number of
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Figure 3.6: The appearance of first 100 most searched weeklyeg in other weeks

searches are in the Rank and Num columns. The last two columtissaverages of the weeks the
query appeared. Note that the AOL log starts on 1, March, 2@ti6h is Wednesday, and in our

week division we added these first days to the first week. Thesieries are ordered according
to the maximal week rank.

Checking a sample shows that these are indeed news-quetésd blaine” was at rank 33 in
the tenth week and had lower ranks in seventh and ninth w&isie is a magician and endurance
artist. A quick glance at Wikipedia will reveal that on firstaly] 2006, "Blaine was submerged in
an 8 feet diameter, water-filled sphere (isotonic salin@@salt) in front of the Lincoln Center in
New York City for a planned seven days and seven nights, usingstfor air and nutrition”. We
see that the date it happened is appropriate to week we asgsigimdoubtedly it is a news-query
that survived for more than one week.

At the third place stands "anna benson”, she filled for digooo March 31, 2006, this was
enough to place her at rank 49 at fifth week.

Another news-query is "kentucky derby”, in weeks 9 and 10@mked for 194 and 50 respec-
tively. The 2006 Kentucky Derby was the 132nd running of tremtdcky Derby horse race and
was held on May 6, 2006. As before weeks are assigned cgtrébtirbaro” the winner of the
2006 Kentucky Derby, another news-query, shattered hisnegveeks later on May 20, 2006, in
the 2006 Preakness Stakes, this event caused his name & &upisvo weeks with ranks of 64
and 248.

On April 21, the 55th Miss USA pageant was held. Accordinfiyiss usa” met rank 118 in
that week. While we just checked some of the queries from @eundoubtedly the rest of the
events are also related to some news event.

Obviously the queries in the last three columns of FigureaBesthe popular-queries. It may
happen that in some week they did not reach enough hits tothe top hundred queries, and thus

11



Query Week | Rank | Num | AverageRank | Average Num
whitney houston 5 10 142 | 10 142
david blaine 7 462 |5 308.3 18.3

9 430 |6
10 33 44
anna benson 5 49 35 49 35
kentucky derby 9 194 |10 122 23
10 50 36
nfl draft 9 54 25 54 25
barbaro 12 64 26 156 17.5
13 248 |9
ncaa 2 108 | 23 115.3 23.6
3 69 32
4 169 | 16
memorial day 13 72 21 72 21
vanessa minnillo 4 78 27 78 27
the simpsons live action 4 81 25 81 25
chris daughtry 11 92 21 92 21
miss usa 8 118 |14 118 14
taylor hicks 12 365 |8 245.5 12
13 126 | 16
grey’s anatomy 11 165 |14 165 14
preakness 12 167 | 13 167 13
ncaa brackets 2 167 | 17 167 17
indy 500 13 198 | 11 198 11
mothers day poems 11 216 | 12 216 12
george mason university4 327 | 10 327 10

Table 3.2: Examples of news-queries

they are counted only in eleven or twelve weeks.

To achieve a better classification of the queries that fluetaeound the threshold we decided
to repeat this process with the first five hundred most sedigheries of each week, see Figure 3.7.
This would let the queries to appear in more weeks. For exarmg query "movies” succeeded
to be in the first hundred most searched weekly queries onyek thirteen, but after expanding
the range of queries, it appears in all the weeks. The quack.tom” that did not appear at all
before now appears in nine weeks. Queries such as "espnamwhitattoo” succeeded to improve
their appearance respectively from one to eleven and froee o eight weeks.

We see that by expanding the threshold we got many more neerseg, as the first and second
column almost multiplied themselves seven times. The hlasttcolumns that represent popular-
gueries have slower growth and multiplied themselves alimetsveen three to four times.
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Table 3.3 shows the fifty top ranked queries in the log. Thédwkimn is the average rank of
the query during weeks it succeed to be in the first 500 mostised queries during the thirteen
weeks. The second column is its average number of its appeegaluring these weeks. The
last column shows the number of weeks the query appeared.b¥éev@ some changes in query
ranks after expanding our boundary from 100 most searche&lyqueries to 500 most searched
weekly queries. We see that if we consider the week popylaritank queries, some news-queries
often succeed to be in twenty first.

Table 3.3: Top ranked queries in the log

Averagerank | Average Appearance Query # Weeks
1.7 738.9 google 13
2.9 344.07 mapquest 13
4.8 268.6 yahoo.com 13
5.3 260.2 google.com 13
5.7 255.2 ebay 13
6.1 245.6 yahoo 13
7.8 209.3 myspace.com 13
8.8 176.3 internet 13
9.7 1778.2 - 13
10 142 whitney houston 1
10.07 148.3 www.google.com 13
12.2 127.07 http 13
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12.6 114.7 www.yahoo.com 13
13.8 107.5 myspace 13
14.6 101.5 map quest 13
14.7 104 weather 13
15 96.5 profileedit.myspace.com | 2

17.9 84.5 .com 13
19.1 75.8 ebay.com 13
20 82 recent 2

20 71 sp.trafficmarketplace.com | 1

20.1 74.7 Www.myspace.com 13
20.5 77.5 american idol 13
21 65 slirsredirect.search.aol.com 1

21.4 68.3 mapquest.com 13
22.6 59.07 dictionary 13
25.0 57.1 www.google 13
27.2 53.6 m 13
29 47 org.co-motion.com 1

29 47 iframe.adultfriendfinder.com 1

31.3 46.6 southwest airlines 13
31.7 50.3 ask jeeves 13
31.7 66.3 mycl.cravelyrics.com 9

32 46 hotmail.com 13
33.3 46.3 com 13
335 45 bank of america 13
33.7 45.6 walmart 13
34.2 43.8 msn.com 13
34.6 43.6 white pages 13
35 44.7 maps 13
36.4 44.7 ask.com 13
38 57 games.myspace.com 1

38.5 44.6 WWW. 12
39 38 preferences 1

39.07 40.1 my space 13
39.2 40.3 home depot 13
41 41 dir.porthalcyon.com 1

41.3 39.1 om 13
41.7 39 yellow pages 13
43.3 37.9 travelocity 13
44.07 38.3 my 13
46.4 39.1 msn 13
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46.4 36.4 im help 13
46.4 35 target 13
48.9 34.07 goggle 13
49 35 anna benson 1
49 32 search 1
50.1 35.3 WWW 13

3.6 Manually Classifying the Popular Queries

To expand our query categorization we decided to classifyually the first 250 popular queries,
which were ranked between 1.7 to 202.5, into four differetegories of navigational, informa-
tional (indirect), news event, and strange queries. Thistjga was done by one examiner using
his personal knowledge and Internet help in cases where sisugpicious about the query.

We define our categories as following: Navigational queairesmostly one phrase queries that
are aimed at a specific entity (meaning that the query hasa@ysatisfactory result). This means
there is a unique page that the user is looking for. Examplgdade ebay, msn, bankofamerica.

Informational (indirect) queries are queries that haveertban one appropriate result, and
it is expected that the user would search again at the pagedee&ves. Examples are weather,
dictionary.

News event queries are queries that are generated duringtaditime period due to some
specific event, often celeb names such as whitney housteid, blaine, anna benson.

Strange queries are queries that have no meaning or theyndigwsous enough that we could
not classify them to the previous three categories. ’-’, iw\and 'internet’ belong to this group.

We found out that 67.6% (169) of the queries were classifiethagational, 12.5% (38) were
classified as informational, 6% (15) were classified as navesigs and the rest 11.2% (28) were
classified as strange queries. Although this sample is sihsitiows that the most popular queries
of search engines are dominated by looking for some spec#icpage that the user has in mind
and wants to access.

This finding that a sizable portion of queries are navigatigersuaded us to perform a deeper
study of navigational queries.

15



16



Chapter 4

Navigational Queries

Navigational queries are queries that look for a specificsitelor web page of an entity (company,
institute, or brand). These queries can be one or more tératsontain the name or referral the
user seeks, and can be also a complete or partial URL query.

4.1 Recognizing Navigational Queries

Manually classifying queries can be done on small data,thsitnot suitable for logs that contain
millions of queries. Moreover, we want to be able to recogrmjaeries automatically. Given the
AOL log entries we needed some method to identify the nanigat queries.

There are different ways of recognizing navigational cegethat were suggested by researchers
separately or with methods to recognize other kinds of @s€mformational, transactional). Kang
and Kim [19] offered four different methods to distinguisttlveen navigational and informational
gueries, or more precisely what they call "topic relevanaatl "Tnomepage finding”. Three of
them need training collections, and the last used part @@dp@OS) tagging, so they used the ten
gigabyte WT10g collection. (http://ir.dcs.gla.ac.ukftesllections/wt10g.html)

Lee et al. [21] tried to distinguish between navigational arformational queries using click-
through data and anchor texts. They used the clickthrougthtdacompute click distributions and
average click number for each query. They need a large anodulaita to compute these two cri-
teria so they used the anchor-link distribution which isikinto the click distribution but gathered
from a collection of web pages. Nettleton et al. [23] and B¥a#es et al. [2] used machine learn-
ing methods to categorize queries by intent, although thegoaies are not identical to Border’s
[7]. Jansen et al. [14] used simple rules to clarify the iht#reach query. They assume that nav-
igational queries contain names of companies or orgapizsiticontain domain suffixes, or have
less than three terms. Actually performing some of theser@ito automatic queries classification
requires external information collection [6].

Our suggested method is simple and also avoids the overlieztles methods in collecting
data in advance to help in recognizing the navigationaligaer

As we know navigational queries look for a single page of attar company, we assume that
these queries contain terms that are related to the sougatWaL. This means that the company
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ID Query Date Time | R Clicked URL
6819 www.clum.com 2006-03-08| 18:50:13| 1 | http://www.clum.com
11754 www.bigbearadventures.com2006-04-03| 15:40:49| 2 | http://www.bigbearadventures.co
17759432| www.bravotv.com 2006-03-24| 20:00:31| 1 | http://www.bravotv.com
12973 www.usbank.com 2006-05-20| 07:24:00| 1 | http://www.usbank.com
12973 www.aib.edl 2006-03-01| 17:29:34| 1 | http://www.aib.edu
5621609 | www.bmssports.com 2006-03-15| 18:18:07| 1 | http://www.bmssports.com

Table 4.1: Examples of full URL navigational queries

ID Query Date Time | R Clicked URL
4575 fox 2006-03-09| 23:52:59| 3 | http://www.fox.com
8569434 | walmart 2006-05-18| 16:57:43| 1 | http://www.walmart.com
9721032 | orbitz 2006-03-26| 15:10:09| 1 | http://www.orbitz.com
9722033 | mapquest 2006-03-24| 12:55:52| 1 | http://www.mapquest.com
11385 wifelovers 2006-05-05| 10:52:06| 1 | http://www.wifelovers.com
24969595| mrislc 2006-05-31| 21:49:56| 1 | http://www.mrislc.com
997 cartoonnetwork 2006-05-26| 14:46:38| 1 | http://www.cartoonnetwork.com

Table 4.2: Examples of one term navigational queries

name or brand or some expansion of them tend to appear in thats&L Therefore we suggest
the following to recognize navigational queries. Firstthé query contains more than one term
then we removed all the white spaces to create a single ternen We check if the query is
contained in the URL that was clicked (in case it exists). Rose queries that have full or partial
URL structure we took the domain part of the URL to check if it@tained in the clicked page
URL. This avoids URL typing mistakes such as misspelling orfesion between org, com, and
net. Following are some examples of this process.

First we present examples of normal navigational queriesrg/the only required editing is
removing spaces. The recognition of these navigationaliegiean be divided to three sub cate-
gories. Table 4.1 shows queries that contain the full URL wed later clicked. These reflect a
situation where users write the URL in the search box ratteer thirectly in the browser’s naviga-
tion bar. The R letter in tables represents the rank in thatrikst.

Table 4.2 shows some examples of the queries that contaiaidderm from the clicked URL.
Here the users save the need to type the "www.” and the ".com”.

Table 4.3 shows queries where we need to remove spaces avettcthrem to one term to
recognize them.

Table 4.4 shows some examples where more editing is neemledrrect confusion between
suffixes such as org, com, and net when typing the URL query.

Table 4.5 shows examples of navigational queries that otliaddinds where it is not enougth
to simply check that the query is contained in the clicked Ugth¢e the query has more terms or
misspelling.
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ID Query Date Time | R Clicked URL
997 proformance insurance 2006-03-13| 08:05:24| 10 | http://www.proformanceinsurance.co
19395 summation technology 2006-03-09| 10:41:10| 1 | http://www.summationtechnology.con
125284 bank of america 2006-03-13| 19:30:47| 1 | http://lwww.bankofamerica.com
814345 home depot 2006-05-24| 23:04:25| 1 | http://www.homedepot.com
8020 virginia natural gas 2006-03-28| 16:00:58| 1 | http://www.virginianaturalgas.com
11062189| michele watches 2006-05-30| 22:21:48| 2 | http://www.michelewatches.com

Table 4.3: Examples of navigational queries needed to remoudle spaces

ID Query Date Time | R Clicked URL
90255 www.mysticseaport.com 2006-03-20| 16:08:32| 1 | http://www.mysticseaport.org
879803 | www.caringbridge.org | 2006-03-01| 17:03:34| 2 | http://www.caringbridge.com
47870 www.netscape.net 2006-05-12| 23:19:45| 1 | http://www.netscape.com
41441 www.bugzone.com 2006-03-29| 22:16:17| 1 | http://www.bugzone.net
24658241 www.harpercollege.com 2006-05-30| 15:54:30| 1 | http://www.harpercollege.edy
165141 | www.ntta.gov 2006-05-13| 19:34:29| 1 | http://www.ntta.org
2715425 | www.wyandotte.gov 2006-04-06| 23:31:39| 1 | http://www.wyandotte.net

Table 4.4: Examples of navigational queries with confusietween suffixes

4.2 Timelnterval Length after Navigational Queries

As we want to characterize the long term behavior of usersheeled if the time interval distribu-
tion of navigational queries would be the same as the digtab of non-navigational queries. This
would show if the time intervals between queries are comdlavith user intent. Using the former
navigational recognition method we found all navigaticma¢ries, and measured the time interval
to the next query issued by the same user. We also measusaititervals for non-navigational

gueries. Figure 4.1 contains both distributions. (notdithee is sparse)

ID Query Date Time | R Clicked URL
203999 | www.npr.org help index | 2006-03-02| 18:31:00| 1 | http://www.npr.org
218649 http www.amn.org 2006-03-01| 23:54:03| 6 | http://www.amn.org
416589 | www.compasspoint.con | 2006-04-05| 17:49:30| 1 | http://www.compasspoint.org
48072 www.webquest.com 2006-04-21| 20:09:16| 7 | http://webquest.org
416589 | disneymovies.go.com 2006-04-04| 23:43:45| 1 | http://disney.go.com
23090415, www.molottery.state.mo.us 2006-05-06| 18:43:33| 1 | http://www.molottery.com
24569686, www.walmart.com 2006-05-30| 14:02:32| 3 | http://www.walmartstores.con
24609672/ dr.phil.com 2006-05-26| 10:38:51| 1 | http://www.drphil.com
24926619 www.disney.com 2006-05-31| 20:53:01| 5 | http://radio.disney.go.com
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Figure 4.1: Time interval distribution of un/navigationagyjged queries

As we can see in the graph, the navigational time intervalecisrlower than the non-navigational
one, which means that after issuing a navigational queakég a longer time for the user to issue
another query. This matches our expectation since we asthahehen a user seeks a specific
site and finds it, he will spend more time at that site befosaiigy another query compared to a
user that uses the search engine for information needs ami$ teacheck different sites that were
suggested by the search engine.

4.3 Fraction of Navigational Queriesin Web Searches

Knowing the portion of navigational queries in web seardjslavould help us to know roughly
the percentage of navigational queries issued by usersa@mmly picked one part of the AOL
log, and using our navigational recognizing method fourad tut of 3,813,394 queries, 459,411
of them were tagged as navigational which is 12.047%. This pexformed without any user
filtering while each entry in the log was considered indegerig. \We repeated this with regard to
unique queries, and this time we had 824,287 different geevhere 64,842 of them were tagged
as navigational, which is 7.86%. We also counted the segquehdifferent queries per user; this
way the total queries were 1,337,875 and 168,859 of them tagged as navigational which is
12.62%. This shows that at least one out of ten queries igspiader is navigational, although this
rate depends on our method and could vary using other eiteri

This ratio of navigational queries is much smaller than tre found in the first 250 popular
gueries in Section 3.6. This indicates that in the top papyleeries there is a high concentration
of navigational queries. Our finding are in the range found#&ysen et al. [14], who found that
about 10% of queries are navigational. Broder [7] choose t@00om queries and after filtering,
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inspect the first 400 and determined 20% of them to be nawigailti (the paper does not say if the
classification was manual or by a program)

We have also used our method to verify the first 250 popularnegithat were tagged manually
in Section 3.6. To do this we collected all the tuples thatamed one of these queries from one
arbitrary part of the AOL log. We found that out of 249 uniquegpplar queries (after removing
the ’-’ query), 171 were tagged as navigational queriesctvig 68.67% (if dividing by 250 it is
68.4%). The remaining 78 unique queries just appeared atl@ogueries. This rate is a little
higher than the manually tagged rate, which was 67.6%.

Given the big difference between the general rate of nawaigak queries and their rate in the
popular queries, we checked the relationship between atwigal queries and popularity. We
choose one arbitrary part of the AOL log and ordered all therigs by the number of times
they appeared. To prevent users that search one term mquefly than others from impacting
on our analysis we just count each user once, meaning théegueere actually ranked by the
number of times they were searched by different users. Wedwéded these ranked queries into
logarithmically sized groups, since we expect to see a higite of navigational queries in the
first groups. We thus divided them as follow: the two first gre@ach contain 250 queries, the
third group contains the next 500 queries, the fourth graugains the next 1000 queries, and the
groups double their size till the last group that contairsaththe queries left (its size is not double
of the previous group). Then for each group we gathered alutique queries from the arbitrary
chosen log part, and using our navigational recognizindhotefound all the navigational queries
they contained. Figure 4.2 shows the portion of navigatiquaries recognized at each of these
groups (note the X axis is in log scale). We see that for thetfirs groups that contain together
the first 500 most popular queries the rate is almost the satheaage from 76.4 to 77.6. The rate
of navigational queries in the next 500 popular queriesetesad to 68.4. As the groups contains
less popular queries, the portion of navigational queries decreases. The last four groups have
the lowest ratio of navigational queries which is almostdame value that is roughly 6.2.

4.4 Non/Multi Clicked Navigational Queries

Another interesting point about navigational queries weehabserved in the AOL log was that
there are some complete or partial URL queries (such as: wwveam, etc.) that were not clicked
at all by the user, or for the same query the user clicked dardifit URLs from the list of search
results. Naturally, we do not expect such behavior if wesifgthese queries as navigational. In
a navigational query we would like to see that the user clarkghe suggested URL and does this
at most once, otherwise we can not be sure to classify the gsanavigational. From now on we
refer to this kind of queries as URL queries (or semi-navagatl). To check the aspects of this
phenomenon we decided to find the portion of these URL quetiesfdhe total user’s different
gueries and also to check how many of these URL queries weddickdd at all. This is illustrated
in Figure 4.3, where the X axis represents the percentagd&kafduieries out of all queries of the
user, and the Y axis shows the percentage of URL queries that e clicked out of the URL
gueries.(note the graph is sparse randomly and only 20%ahation is represented)

In this graph we see high concentration at the top left cowtech shows that typically few
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of the queries were URL queries, and they were not clicked.s Tisurprising for the URL
(navigational) queries as noted before. The parallel bot& lines at the left of the figure are
just simple fractions such as 1/2, 1/3, 2/3, etc. The curvéisearight are also an artifact of such
discretization.

The other surprising event we checked was the appearancalbfcitked URL queries. We
decided to find the percent of these multi clicked queriesobihe URL queries for each user.
Figure 4.4 shows the CDF of this percentage. The curve in tAphgis not continuous since it
represents the fraction of multi clicked out of clicked dasr As these are discrete and sometimes
small numbers, there is a concentration of cases with the satio like 1/2, 1/3, etc. leading to
discontinuities in the graph at these values.

We can see that more than 70% of the URL queries were clickgdomiale, and less than 10%
of users had clicked more than once on half of their URL queriéss shows that multi clicking
on URL queries is not very common. We speculate that it may émpghen the URL query does
not define the web page uniquely or correctly and the useratktedcheck several suggestions, or
when the user searches for some page which is not the mairapddbe search engine returns the
main page and more specific (deep) pages such that the usereedyo click on them to check
them.

We also sorted URL queries according to the number of timgswhee clicked on different
suggested URLSs, meaning the first set contains the URL qué@svere not clicked at all, the
second set contains the URL queries that were clicked onceooe but on the same URL, the
third set would contain all the URL queries that user clickadwo different URLS once or more
times and so on. We collect this data for each user sepai@tdliyhen aggregate it to prevent the
influence of specific clicking behavior of one user on the whitdta. The results are shown in
graphs 4.5, 4.6.
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We can see that about 74% of URL queries were not clicked atiadl,22% of them were
clicked only on one URL. The rest, which is about 4%, were @atkn two different URLs. The
portion of URL queries that were clicked more than two differgdRLs is less than 1%.

Figure 4.6 shows the histogram of the previous sets. We chnitéy point to the second
mark on the graph as navigational queries since it repre$#RL queries with one click on them.
Regarding the many zero-click queries, we actually do nowktiee reasons why users searched
for URLs and did not click on the search engine suggestion.lddayst a glance on the suggested
pages was enough to decide that they are not relevant. Orarthghuser stopped his search to
drink coffee, answer the phone, etc. or simply got tired afidthe search. In any case these are
characteristics of user sessions, and knowing them coljjduseanalyze the user behavior better.

We have seen that a notable portion of queries are navigatibiis guessed that navigational
gueries have short sessions, so it would be interesting doofih the distribution of sessions and
check it in more details.
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Chapter 5

Sessions

A session in web search can be the sequence of queries isg@edder during one day or from
the start of using the browser till closing it, or the sequentqueries with short inactivity gaps
between them.

There are various definitions in the literature for sessiditverstein et al. [27] defined the
session as "a series of queries by a single user made withiakrnge of time; a session is meant
to capture a single user’s attempt to fill a single infornrameed”. Jansen et al. [16] defined it as
"the entire series of queries by a user over a number of msnotdours. A session could be as
short as one query or contain many queries”. Later JanseSpiné [13] refined it as "the entire
series of queries submitted by a user during one interaatitnthe Web search engine”.

We define a session as the sequence of queries issued by aidksdhat the time interval
between them is less than or equal to some session thresBelskion identifies a continuous
progress of searching in the web, which depends on the tiatepdissed between queries in a
sequence of web searches. Relating multiple queries intssession according to log records
can be done in various methods. The most common way is usénigntle gap between queries to
combine them into sessions. Another session boundarytaetenethod suggested is using the
content of queries to reveal any topic change and thus dtarhew session. We call the sessions
that are combined using this approach as quests, and raprekded methods in next Chapter 6.
Moreover we check the relationship between these two queamch concepts in Chapter 7.

The search engine logs are the only source to be used fooseagstiection analysis. Most of
the logs contain basic information such as: the query, the ii is issued, anonymous-ID, etc. But
none of them point to start or end of sessions. These logesntompose a sequence of queries
for each user. Thus there is needed a decision to combineittiersessions. The most common
method is using a global threshold to verify the continuatbthe session based on the time gap
between the queries. In this chapter, we present the usagelofs method with different values as
session threshold, but finally we claim that using a glob@ghold for all users is not appropriate,
and there is a need for a personal threshold for each uset,ldeshi to the user activity. Other
alternative detection methods can be found at Chapter 2.
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5.1 Determining the Session Threshold

There are various methods in the literature to determinaseision threshold. The most common
and easy way is using one global threshold for all the uset@asuming that intervals longer than
this value point to session breaks. This method assumethatals can be classified into two
groups, those that are shorter and are between activiteesassion, and those that are longer and
are between different sessions. The threshold length wdsysdifferent researchers to various
values such as 5, 10, 15, and 30 minutes [27, 8, 10].

Another method is suggested by He and Goker [10]. They claatthe threshold should be set
with regard to its effect on the number of sessions that wilidentified, because if the threshold is
too short then short sessions are separated into indivgeaies. While increasing the threshold
value, the number of sessions is decreased and finallyigesghilThey finally used a global 10-15
minutes threshold. Huynh and Miller [12] provide a mathdo@tmodel for this idea.

Another idea is using a set of possible thresholds instead®single threshold. This idea was
implemented by Arlitt [1] while analyzing the world cup 98esi There are also methods that try to
find personal session thresholds for each user accordirgtnie intervals in their activity. We
present them in Section 5.3.

The determination of session thresholds affects many &spéciser behavior analysis, such
as session length, division of the user activity into défersessions, and the number of queries
in each session. Thus it has high importance. We try to seeffeets of using a global session
threshold on these parameters. When using a global sessestdtd for all users, choosing the
right value can be done according to the time interval distion, which shows the number of
each different time interval between two adjacent queriedl aisers, see Figure 3.3. As we noted
before, the curve in the figure is continuous and there araeakb that explicitly divide the time
intervals, so choosing any global threshold would not bdegerfor all the users and may not
identify the sessions correctly. We decided to choose 2Qitesnas our constant global threshold
since most of the search time intervals were less than 20tesnu

5.1.1 Session Threshold and Number of Queriesin a Session

Using our session threshold we can divide the continuousitgodf users into different sessions
with various lengths. This enables us to study the relatignisetween the session length and the
number of queries in sessions. To find the distribution of benof queries in each session, we
counted the number of different queries that occurred irh esssion for each user. Gathering
this information we received the graph shown in Figure 5dtdrthe figure is in log-log scale).
This shows that sessions with one query are the most commaiddé3ethat most of the sessions
include less than ten queries and as the number of queriesesséon increases the number of such
sessions is reduced.

Figure 5.2 (note the figure is in log-log scale) shows the igsahprobability of sessions to
have more than a given number of different queries. We cathsedess than 1% of the sessions
would have more than 10 queries, and the chance that a userrper20 queries is about 0.05%.
Moreover this figure shows that users tend to have shortsesas 90% of the sessions contain
three or less different queries.
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5.1.2 Session Threshold and Sessions L ength Distribution

Another aspect that is affected by the session thresholeisdssion’s length distribution. Using
our session threshold (20 minutes) we tried to find the sedsimyth distribution of users, so we
traversed one arbitrary part of the AOL log and saved for assgr all of his different session
lengths. See Figure 5.3 (note the figure is in log-log scale).

As we see in Figure 5.3, most of the session lengths are upoiat abe minute. This matches
the observation we noted before that users tends to havesgssions. Moreover as the sessions
get longer their popularity drops. This reduction contsirea natural way till we arrive to a break
at sessions with a length of about 20 minutes. Having sucleakbat the value of the session
threshold we used is suspicious and does not sound natuital tAe break we observe a sharp
decrease in the number of sessions.

The next Figure 5.4 shows the survival probability of havesgsions with different lengths.
We can see as before that most of the session lengths areaslkddess than 10% of sessions are
longer than 20 minutes. About 40% of sessions are shortarlitdgeconds. The slow decrease in
number of sessions continues to about 1200 second andfatehere is a fast reduction.

5.1.3 SessionsLength and Number of Queries Correlation

Knowing the relationship between session length and thebeuwf queries in sessions is interest-
ing, so we checked the correlation between these two paeasnéthis would help us to verify if

the session contains more queries as it gets longer. Foiseasion of each user we kept its length
and number of queries issued. Plotting these two togetheeeaved the scatter plot of Figure 5.5
(note the graph is sparse and represent 20% of all informatile see a high concentration at low
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values but it is hard to identify a linear relationship. Aaity the correlation coefficient between
these two parameters is too low and stands on 0.000335.

5.2 Global Session Thresholds and Session Length Distribu-
tions

Looking at the previous figures, especially the sessiontlendistribution of Figure 5.3, we see
that setting the session length threshold at 20 minutes li®et affect on the sessions length
distribution: we can clearly distinguish the break at thar@ute point while we expect to have
a smoother transition at that point. To be sure that our aggamthat this break is related to the
session threshold is correct, we decided to check what nagpipeve change the session length
threshold to 10 minute and 60 minute. In case that the brep&risof the natural distribution we
expect to see it in the same place even after changing thmsehlseshold to lower and higher
values. Figure 5.6 shows the session lengths when the se¢lsashold is set to 10 minutes, and
Figure 5.7 shows the same when the session threshold isgetté¢o 60 minutes.

As shown in Figures 5.6 and 5.7, after changing the sessi@slibld value to 10 minutes
and 60 minutes the break point moved respectively towardsihiQte and 60 minute and did not
vanish. The 10 minute graph is very similar to 20 minute greptept the break point which is
earlier, but the 60 minutes graph is a little lower than theveun the 20 minutes graph which
means that rising the threshold caused there to be les®sgsdi each session length. In other
words some separate sessions with the 20 minutes thresteoltbmbined together with the 60
minute threshold and counted as one session. This showshibasing the session threshold value
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has a direct affect on the session length distribution amahgimg its value results in break point
movement. This means that using a global session threshticamy single value would not give

us a good session threshold as there would always be setsitsvould be too long or too short

for them.

Figure 5.8 substantiates this claim. This figure shows tkg&ibution of time intervals for
some users that are classified into three different growus$ that for each group some different
threshold is suitable. The X axis of these plots is the irdelength, in a logarithmic scale. The
Y axis is randomized, being used to displace the pointsivel&t each other so as to expose their
density.

For the users in the center column, it appears that 30 mimugesappropriate threshold, while
for the left-hand column a lower threshold may be better,fanthe right-hand column we prefer a
higher threshold. This motivates the idea of adjusting linesholds and using a customized value
for each individual user.

5.3 Suggesting Individual Session Threshold

We have seen that using a global session threshold is nob@oue for all users, so we thought
to suggest an individual session threshold for each usas idba was exploited before by Mur-
ray et al. [22], who proposed a hierarchical agglomeratiustering algorithm to find the session
thresholds. In their algorithm, they first order the intdésvia ascending order, then for each one
find the quotient of the interval divided by the standard d&won of all shorter intervals that ap-
peared before. The quotient is maximized for the intervaktviis significantly longer than the
others, and the threshold is set between this interval amgrbceding one. This algorithm may
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Figure 5.8: Texture plot of distribution of time intervaletiveen queries

be problematic in case the maximum appears at unreasorebks\such as a couple of minutes
that is too short, or several hours which is too long. Moredvs explicitly based on assuming a
bimodal distribution of intervals, meaning short intessalith little variability and long ones also
with little variability, so that the first long interval wilhaximize the variance set. But in case that
long intervals are themselves varied, including time waés of a few hours to a couple of days or
weeks, there may be several high values such that the firstvoulkl not necessarily identify the

first large interval.

To avoid the above mentioned problems, we suggested a sigdeithm, which codifies
common sense and domain knowledge rather than relying oe alstract statistical parameters.
Our algorithm also assumes that there is a bimodal distoibudf time intervals, meaning many
short intervals that represent gaps between actions witigirsame session, and then a group of
longer intervals that represent session breaks, but walctiroup the long intervals into sets in

powers of two.

Our idea is to classify the user time intervals into groupslitierent length, and grade them
according to how common they are while considering otheampaters such as adjacency of com-
mon length interval groups, breaks (no activity) in intémyeoups, and continuous increasing or
decreasing of sub groups of time intervals. We try to find am@session threshold that expresses
well the user session threshold in his session length bligion and fits it as best as possible.

As a first step we choose small group of users to study thenmtaisléWe retrieved 50 random
users that had at least 20 queries to guarantee that eachagsarminimal level of activity. As
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Figure 5.9: Time intervals matched to different length gretor user id: 997

before, we found the time interval between each two adjageeties of each user, and the popu-
larity of each of these intervals. We then divided the timeatlans between adjacent queries into
groups of time intervals, starting at 32 second and incngigisi powers of two, meaning our first
time interval group starts at 32 second, next is 64 secondaima. Time intervals were matched
to intervals based on the top bound, meaning time intertastheir length was below or equal
to 32 seconds were assigned to the first group (32-groupetti@at were longer than 32 seconds
but shorter or equal to 64 seconds were fitted to the secong @63-group) and so on. The ob-
tained data was illustrated in graphs to have some visuplihahe first steps of constructing an
algorithm for determining the session threshold. Figur8s5.10, 5.11, 5.12 are some examples
of the different graphs that were made for each of above 5&u$bese graphs helped us to make
better decisions between different versions of our algoriin the development process.

Using the data that these graphs represent and concegtoatime behavior of different users,
we suggest the following algorithm to evaluate an individiession threshold. Detailed pseudo-
code of the algorithm is given in the following Subsectio8. 5.

5.3.1 Individual Session Threshold Algorithm

Based on the data, we suggest the following algorithm for fig@i suitable threshold. See Figure
5.13.

In our algorithm, we limited the potential session thredolbe between 32 seconds to 8192
seconds (about 2 hours and 16 minutes) to ensure a reastinadlaterval as threshold. We refer
to the number of intervals that fall in a group’s range of tileregth as the group value.

For each user the algorithm grades each of his groups aoga@iihe max value of any group
to its left and any group to its right (these groups start withsecond and end with 65536 second).

35



10 | b

Number of apperances

'l [ 1 ]
10 100 1000 10000 100000 1le+06
Time intervals between qureies (in bins)
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Figure 5.12: Time intervals matched to different lengthup®for user id: 9482

The algorithm looks for the minimum value between the sharetintervals and the long time
intervals. The group will have a higher grade as the diffeeeis a bigger, since if there is a
little difference between its left or right max it shows donied decrease or increase and then this
interval is not the best threshold candidate. If the groupevas zero, it means there were no
two adjacent searches with interval time in this length earlge group is given the highest grade.
Finally the algorithm assigns a grade to each group, andrtiggvith the maximal grade is our
suggested threshold for the user. In a case that two grougstha same value the algorithm
suggests the group that is closer absolutely to 1200 se¢@0dainutes).

5.3.2 Individual Session Threshold and Sessions Length Distribution

We have run our algorithm on the log and found for each usesdssion threshold. Using these
individual session thresholds we recorded as before all@tiser’s different session lengths, and
found the session length distribution of all users, seereigul4.

We can see here that the sessions length curve is smooth eedishno break at any spe-
cific place. This shows that using individual thresholdsi@valividing or connecting sessions by
choosing non appropriate global short or long thresholds.

Figure 5.15 shows the probability of having sessions witfedint lengths. Using individual
thresholds we have a lower probability for long sessionuab0% of sessions are of one second.
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Input: t[i] is timestamp of i'th query
/I find intervals
for i=2..N
d[i-1] = t[i] - t[i-1]
/I create histogram

for i=1..N-1
bin=1
lim =32
while (d[i]>lim)
bin++
lim *=2
hist[bin]++
/l assign scores in desired range
for bin=5..9

maxLeft = max( hist[2..bin-1])
maxRight = max( hist[bin+1..12] )
score = 0;
if (hist[bin] <= 2/3*maxLeft) score++;
if (hist[bin] <= 1/2*maxLeft) score++;
if (hist[bin] <= 1/3*maxLeft) score++;
if (hist[bin] <= 1/6*maxLeft) score++;
if (hist[bin] <= 2/3*maxRight) score++;
if (hist[bin] <= 1/2*maxRight) score++;
if (hist[bin] <= 1/3*maxRight) score++;
if (hist[bin] <= 1/6*maxRight) score++;
if (hist[bin] == 0) score +=5
s[bin-4] = score

/Il find maximal score

lim = threshold = 512

max = s[1]

for bin=2..5
lim *= 2
if (s[bin]>max)

max = s[bin]
threshold = lim

if ((threshold==512) && (s[1]==s[2]))

threshold = 1024

Figure 5.13:Pseudo code of algorithm for setting the threshold.
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5.3.3 Individual Session Threshold and Number of Queriesin a Session

The Figure 5.16 (note the figure is in log-log scale) showddik&ibution of number of different
gueries in the sessions using two different session detentethods, global threshold with value
of 20 minutes and the individual threshold, and Figure 5riatg the figure is in log-log scale)
shows the survival probability of sessions to have more thgiven number of different queries
using these two methods.

As we can see for low numbers of different queries, the glohethod is a little higher but
as the number of the different queries is increased, theigeal method has higher values. The
difference in the low number of different queries betweaseitwo methods is then spread between
the higher values in the individual threshold method.

Actually we do not expect great changes, since using theithaal threshold algorithm mostly
affects the sessions at the break point, the region withébsien threshold value, and the rest of
sessions are changed less.

Sessions Length and Number of Queries Correlation

The following Figure 5.18 (note the graph is sparse and sgmts 20% of the information) is the
correlation between session length and query number fermesusing the individual thresholds.

As before it is not easy to identify a linear relationshipvibe¢n them, and the correlation
coefficient is still very low and stands at 0.00046.
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Figure 5.19: User activity (Id: 15380) at each day duringéhmonths log

54 Comparing Human Evaluation and Algorithm Suggestion

To try to evaluate the threshold determining algorithm, wmpared its output with human deci-
sions. We consider a group of 50 users that were chosen randBor each user, we created a
graph that shows the user’s activity during each day of theetimonths log. Each point on the
graph represents one query of the user; some example useity @raphs are shown in Figures

5.19 and 5.20.

The inspector went over all of these graphs and tried to nteekritervals that seems to be
session breaks. Two grades of 1 and 2 were used. 1 meansiggyssgsion break and 2 means
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Figure 5.20: User activity (Id: 11909) at each day duringéhmonths log

that maybe it breaks, to verify the intervals. We used theagkimgs to compare with session
thresholds that we received from the algorithm. We found ol of 4992 intervals of all the 50
users we observed, we agreed with the algorithm in 1334 ¢haethey are session breaks (1307
of them were graded 1 and the rest were graded 2), we alsodagre8384 cases as intervals
within sessions. There were only two intervals that theaaspr thought to be session breaks and
the algorithm did not agree with him. On the other hand thezeev270 intervals that algorithm
considered as session break while our inspector did noedgrith them. Thus we got an 83%
precision rate and almost 100% recall.
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Chapter 6

Quests

Another idea used to determine the session boundarieslsitaxg the content of the queries, that
is based on lexical comparisons between the queries. Wghrtathod, a change in the topic of
gueries points to a session boundary (new session). In tréow the relationship between two
consecutive queries, He et al. [11] classified the seardernpatinto eight different categories,
where the applicable patterns are generalization, spesti@n, reformulation, repetition and new.
The other patterns are browsing, relevance feedback, d®isotJansen et al. [18] used mostly
these suggested search patterns. Lau and Horvitz [20] ainé 8pal. [4] also proposed similar

classifications.

To distinguish this from the previous way of detecting sassiusing the time criteria, we
propose theguest concept. We define a quest to be all actions taken by the ussatisfy a
particular information need. This process could expanddouple of days or even more, and in
some cases can be periodic.

The way to find quests is to traverse the log entries and finccoiméext switches. This is
done using the similarity of adjacent queries, where thelaiity rank could vary between O to 1
representing two different queries to two identical ondsege similarity ranks can then be used to
create heat-maps which can show the search process of asigex,do in Section 6.3.

6.1 Finding Questsfrom Queries

To be able to recognize quests in user activity, we need soregi@n that can be applied to all
the queries of a user. This criterion needs to quantify thelaiity between queries. A lack of
similarity can point to different quests. In order to be atdeexamine all the user activity, we
found the similarity rank of a query with all other queriedig also give the opportunity to view
the query development during the search process.

Before starting with the similarity evaluation process, wstfremoved all the stop words
from the queries according to a stop words list from: htipols.seobook.com/general/keyword-
density/stopwords.txt. We also removed the following punctuation mafRs!,.”’()-]. This gives
us to the possibility to focus on the main portion of the quang get rid of nonsense phrases.
Moreover, as the stop words tend to appear frequently indleees, they can affect the similarity
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checking method, resulting in a similarity rate which does reflect the real relation between
queries.

We also removed all the repeated queries of each user, ingladses that the user clicks more
than one time for the same query search, or when the userstieckext result page for the same
query.

The similarity rate can be determined using different kinfl€valuations. We present two
different methods, one based on a simple containment raléhemnother using common n-grams.

6.2 Containment Similarity Method

With this method, we used a simple process to recognizeaiityilbbetween queries. Given a pair
of queries, we split them on spaces into several terms (irs@ et the query was more than one
term) and checked for each term of the first query if it app@athe second one. We summed
these appearances and divided them by the sum of terms ofjbetfes, subtracting the number
of shared terms (Jaccard coefficient). The calculatedifracs then the similarity grade for the
pair of queries. Thus given query Q which is a collection ofrtg, after cleaning, the similarity
between) 4, and(@ s is defined as follows:

QiU Qs|

Using these grades we made a heat-map graph for each usshtves his similarity grade
for each pair of queries during the log activity. This makgsossible to observe the user’s search
process. We have done this for 200 random users out of the AQL |

6.3 Quest Patterns

We tried to divide the heat-maps into different groups agicgy to their visual shape and the level
of the gray color. Each group points to an specific processarching or kind of quest.

The basic differences between patterns reflect differeteipe of repetitions and modifications
between the queries. The heat maps show any repeats in thgueses or not.

6.3.1 Graphswith No Repeats

The most common kind of heat-maps is when the user has almespetitions in his queries. The
user always submits a new query, so the typical figure haa jsisties of black squares on diagonal
which are the result of comparing the query to itself. Seafed.1.

6.3.2 Graphswith Repetitions

Most of the users have some kind of repetitions in their gsaluring the log activity. These query
repetitions can be categorized in different groups.
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Figure 6.1: Heat-maps with few or no repetitions

Sword Shape of Squares

Heat maps that contain a shape similar to a sword (X-shap#),two symmetric lines
connected to the diagonal, reflects situations where thegoss back to his previous queries
and checks them again. Of course these graphs can alsorcotttar shapes that we talk
about later. See Figure 6.2.

Black Seriesof Vertical/Horizontal Squares

Another kind of repetitions can appear as a vertical/hartizioseries of black squares (they
are the same since the graph is symmetric). In this case #reresirns to his previous
queries at different intervals. If the pattern is regulhis is interpreted as a periodic quest
process. The actual intervals can vary from hours to daysis Pleriodic queries can arise
from checking the news pages every few hours or checking #ether each morning or
checking the bank account daily or weekly. Note that therhapt only show the serial
numbers of the queries. See Figure 6.3.

The vertical/horizontal series can be combined togethdraeate big squares along the
diagonal or at any other place of the map. These combinedesgjoan point to a navigational
or interest field quest.
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Figure 6.2: Heat-maps with sword shape of squares

29076
OO Ll M
[Nl Ei i . éllll i
: 3
:

0O 10 20 30 40 50 60

-

L]

0 10 20 30 40 50 60 70

Score

Score

22620
35
30
25 = m mm [ ]
20 - = am L]
L]
15 Emm
nm
10| n m -
5 1 [ ] ] 11
-m Em [ ] [ ]

0 L
0O 5 10 15 20 25 30 35
52494

35 .Il-.ll [ RN ]
30 SEmmEs _moEE [
EEEmEE [N R} [ ]
25 EEEmER :. (] [
EEEmEE [} ] [ ]
20 EEmEE s own [
15 = -
" [ RN ] []
10 [} ] L LN ]
1 I 11
5 (] " EE EN [
-un [ RN ] []
0 - L

0 5 10 15 20 25 30 35

Score

Score

11909

100
80
60
40
20
0 L
0 20 40 60 80 100
41441
30III. ] = = EEm
EE ] | I | ]
o5 mEm ® ..- [ I | [ ]
EE ] ] LI I |
20
EE = ] "= EEm
15
EE = [ I | [ I |
10 ...
L
S hEm [ ] " E EER ®
] ] = E EE ®E
0 ] m H_m mm omil]
0 5 10 15 20 25 30

Figure 6.3: Heat-maps with black series of vertical/hantabsquares

48

Score

Score

Score



o B N W A~ OO N

Date Time Query
2006-03-29| 08:11:15| yahoo
2006-03-29| 11:43:20| love animals
2006-03-29| 14:28:28| weddingchannne]|
2006-03-30| 10:51:05| yahoo
2006-03-30| 18:13:42| washingtonpost
2006-03-31| 11:12:17| yahoo
2006-03-31| 12:27:57| petfinder
2006-03-31| 14:22:15| yahoo
2006-03-31| 14:24:11| dc coast
2006-03-31| 14:40:13| wwwaetna
2006-04-03| 08:36:31| yahoo
2006-04-05| 08:44:24| yahoo

Table 6.1: User id 11909, Navigational usage of search engin

31822 47394 66314
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Figure 6.4: Heat-maps with chess board pattern of squares

For example, user 11909 from Figure 6.3 shows a classic useanth engine as a naviga-
tional tool, most of queries of this user is "yahoo” which épeated again and again. Table
6.1 shows part of the related cleaned log queries.

Chess-board
One of the interesting shapes created are figures that lkelalchess board. This shape is
created when the user searches alternately two differeamtesu See Figure 6.4.

Table 6.2 and 6.3 provide examples of the cleaned log of wa#nsds 31822 and 66314 to
see their queries.

Big Square Shape
Another pattern is the big squares with gray colors at dffierates, which sometimes con-
tains also black cells. These sequences show the procesxlafing queries, where the
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Date Time Query
2006-03-01| 14:16:25| disney channel
2006-03-14| 17:24:00| missoandfriends
2006-03-16| 19:34:41| missoandfriends
2006-03-17| 17:26:26| disney channel
2006-03-23| 09:26:04| missoandfriends
2006-03-24| 16:51:09| disney channel
2006-03-24| 17:09:20| missoandfriends
2006-05-28| 19:53:46| dear best friend

Table 6.2: User with id 31822, Examples of alternate search

Date Time Query
2006-03-01| 17:35:04| msncom
2006-03-05| 20:01:58| bank
2006-03-05| 20:04:47| checks online
2006-03-08| 17:20:57| msn
2006-03-09| 11:22:52| msn
2006-03-16| 20:41:05| usbank
2006-03-18| 17:57:48| furniture stores littleton
2006-03-20| 14:33:55| usbank
2006-03-24| 15:14:08| bank
2006-03-24| 17:54:46| usbank
2006-03-29| 16:33:43| bank
2006-03-30] 15:20:17| usbank
2006-03-31| 19:11:20| bank
2006-04-02| 13:47:54| usbank
2006-04-03| 11:20:41| bank
2006-05-04| 11:51:54| msnom
2006-05-08| 00:54:04| bank
2006-05-18| 12:19:16| pool pak units

Table 6.3: User with id 66314, Examples of alternate search

user edits his query each time until he finds the desired pag®ps searching. Thus gray
squares can reflect quest development. See Figure 6.5.

For example if we take a closer look at user id 49223, he hag grhy square in the middle
of his heat-map activity. This is created as a result of eglithe query 'manhatten parking
plaza garage’, in different order of terms with some midgpgin terms. Table 6.4 shows
the related cleaned log queries.
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Date Time Query
2006-04-22| 16:32:12| manhatten parking plaza garage
2006-04-22| 16:34:44| manhatten plaza parking garage
2006-04-22| 16:35:06| manhatten parking plaza garage
2006-04-22| 16:35:37| manhatten plaza garage
2006-04-22| 16:36:09| manhattan plaza garage
2006-04-22| 16:46:57| manhattan plaza parking garage
2006-04-22| 16:52:07| manhatten parking garages
2006-04-22| 16:54:51| manhattan parking garages

Table 6.4: User id 49223, Examples of editing queries

59895
200 moon et oriromooa !
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50
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Figure 6.6: User id 59895

e Field of Interest
The activity of user 59895 in Figure 6.6 can be interpretenhtesest field quest, this user
adds the "golf” term to almost all his queries. This commobjsect in the queries causes all
the gray squares at the heat-map. Table 6.5 shows some ¢lgaeees of this user.

The id 61151 user search activity in Figure 6.7 also can legoaized as interest field quest,
this user tends to connect the "picture” term to his quenesd the search. Table 6.6 shows
some cleaned queries of this user.
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Date Time Query
2006-03-02| 07:51:07| golf shoes
2006-03-02| 07:52:21| mens necklaces
2006-03-02| 07:57:42| mens black necklaces
2006-03-02| 08:01:14| mens black chain necklaces
2006-03-03| 21:54:35| izzo golf
2006-03-03| 21:56:49| proactive golf
2006-03-03| 22:06:13| charter golf
2006-03-03| 22:12:02| golf cart covers
2006-03-03| 22:30:12| taylormade golf

Table 6.5: User id 59895, Combination of 'golf’ term with qiesr

61151
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Figure 6.7: User id 61151

6.4 N-gram Similarity Method

Using the previous method for recognizing repeats is noagdasuccessful since this technique
is simple and just checks if any terms that are separatedspdbes appear in the second query.
However there are many cases where users modify their sabshusing similar words instead
of just adding or deleting words. It is obvious that we canunatover such modifications using
this method, so we decided to find the similarity between trexigs by using the n-grams method.
With this method we create all substrings with length n ofiagiqueries, and then look for shared
n-grams and grade them as previously (shard n-grams dilagedtal n-grams). The choice of
parameter n affects the results. We preferred to use 4-gganos we believe that using 2-grams or
3-grams will not really reveal the repeats ideally sincertlemgth is too short, and there would be
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Date Time Query
2006-03-19| 15:57:14| pictures shadows
2006-03-19| 16:14:07/ pictures synyster gates
2006-03-19| 16:25:44| pictures johnny christ
2006-03-19| 16:35:12| pictures reverend avenged sevenfold
2006-03-19| 18:19:49| pictures zacky vengaence
2006-03-19| 18:37:47| pictures avenged sevenfold
2006-03-20| 14:55:59| pictures patrick stump
2006-03-20| 15:23:17| pictures pete wentz naked
2006-03-20| 15:40:21| pictures joe trohman

Table 6.6: User id 61151, Combination of 'pictures’ term wqtleries

Date Time Query
2006-03-11| 11:43:10| y1007miami
2006-03-11] 11:45:01| y1007maimi
2006-03-11| 11:48:21| y1007 miami
2006-03-11| 11:48:38| y1007miami
2006-03-11| 11:51:54| y1007 miami
2006-03-11| 11:55:05| y1007miami
2006-03-11| 13:08:13| y100 7 miami
2006-03-11| 13:11:17| y100 7miami

Table 6.7: User id 29941, Using connected or separated ierqugeries

too much similarity between queries that are not relatectbh ®ther. Using 4-grams we leave the
terms with length less than or equal to four characters, anthé longer terms we create all their
4-grams. Using this method, we created the similarity gsaggain and observed some changes in
the graphs. Most of graphs now have new gray regions thatatel the relationship between the
queries that were not revealed before. This improvememhteip us to classify the users.

Figures 6.8, 6.9 show examples of changes in heat-mapsd®oégearching the queries with
separated terms or n-grams. Table 6.7 shows the relatedfpaeaned queries in user Id 29941
heat-map that caused the new dark square,in which the n-gretfmod succeed to reveal their
relationship.

Using n-gram method, it is possible to observe the queryrnediirocess earlier. We also see
that the dimensions of the squares get bigger by joininglsgnay squares together.

Comparing both grading methods, the n-grams method tendegdigher grades at non iden-
tical queries which is expressed by darker shade of gray esld has the advantage of cutting the
gueries into small chunks.
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6.5 Robotsand Quests

As we mentioned at the beginning, our research is based os s are supposed to be humans.
This was assured by removing from the AOL log file the userswieae supposed to be robots and
also those users that were not surely classified to be huntaosding to Duskin’s work [9]. It
may be interesting to see the search patterns created bisrobdous we repeated the process of
finding quests using the n-gram method. This enables us tpa@humans and robots in terms
of query modification. In other words we can reveal if robstsue related queries with changes
between them, or only repetitions of the same queries.

It is worthwhile to remember that before starting with theigrity evaluation process all the
stop words and punctuation marks are removed from the qudvlereover, we also removed all
the repeated queries of each user, in case that the uses atiocke than one time for the same
guery search or when the user checks the next result pagegf@ame query. So each square in
the heat-maps that represents one query, can actuallysesyir@ sequence of identical queries.

We preferred to use the n-gram method to evaluate the sitpitzagtween the queries, since it
reveals more precisely the relationship between the guieAs before we set the n parameter to
four. The similarity method grades the queries after theycéganed, so it may happen that a pair
of queries are not exactly the same and thus consideredfesedifqueries but, after removing the
stop words and punctuation marks they became exactly the.sam

After conducting the similarity evaluation and creating theat-maps we found some unique
robot patterns. We expected to have similar patterns fohaltobot users, but we noticed different
patterns that some of them were also more appropriate to mwsers. Here we present some
examples of them. These patterns are classified accordthgitcshape.

One pattern that occurred for some robot users was the apmeaof black squares with big
dimensions in the heat-maps. This can be explained by théhaicdistinct queries are identified
before the cleaning process, but the grades are based amiteity between the pairs of cleaned
gueries. So sequences of queries with small differenceésateecleaned away are graded maxi-
mally and thus create these big squares in the heat-mapg&igee 6.10. Table 6.8 shows part of
the log of user Id: 8591867 that caused the big black square.

Another pattern is a very dense map, like those shown in Ei§Gurl. Most of these point to
two or more processes of searching terms that are intedeagether. In some cases this may
actually be strange human behaviors. We had a closer lookenquery logs of some of these
users.

For example user Id 986909 in Figure 6.11 which is considareabot mostly searches for
"text twist”, but it also searches for other queries in bedwand even checks different suggested
URLs for them. Moreover its time intervals are obviously lenthan a few seconds.

User Id 2004199 in Figure 6.11 mostly searches for the stteldghole”, and has some other
gueries where he went through some of the suggested URLSs. ikikeittiis more likely a human
than a robot, although he mostly searches the same query.

User Id 3245567 that is represented in Figure 6.11 mostlicbea "indiana state university”
but his log contains other queries with some sporadic c¢lgkAlthough this user has a heavy use
of mostly one query, it can hardly be marked as a robot.

Finally, we also observed some patterns that we think mapudy represent a robot user as
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Date

Time

Query

Cleaned New Query

2006-04-08

03:04:15

www.yahoo.profiles

yahoo profiles

2006-04-08

03:04:36

yahoo.profiles

yahoo profiles

2006-04-08

03:04:39

www.yahoo.profileg

yahoo profiles

2006-04-08

03:04:42

yahoo.profiles

yahoo profiles

2006-04-08

03:04:46

www.yahoo.profiles

yahoo profiles

2006-04-08

03:04:47

www.yahoo.profiles

(repetition - ignored)

2006-04-08| 03:04:47
2006-04-08| 03:04:48
2006-04-08| 03:04:49
2006-04-08| 03:04:54
2006-04-08| 03:04:54
2006-04-08| 03:04:55
2006-04-08| 03:04:56
2006-04-08| 03:04:58

yahoo.profiles yahoo profiles
yahoo.profiles (repetition - ignored)
www.yahoo.profileg yahoo profiles
www.yahoo.profileg (repetition - ignored)
yahoo.profiles yahoo profiles
yahoo.profiles (repetition - ignored)
www.yahoo.profiles yahoo profiles
yahoo.profiles yahoo profiles

Table 6.8: Some part of User Id 8591867 that cause the bid Blqucare
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Figure 6.10: Robot users with big black squares

we had seen these patterns before while conducting the saatysis for human users. See Figure
6.12 for examples.

However it is worthwhile to mention that the users with saniheat-map patterns to human
users mostly had very short time intervals, and moreover ltlage long sequences of queries that
were repeated without any editing. This massive repetdigrrevious queries raises the suspicion
that these users are indeed not human but rather robots.

We observed some sporadic clicking on the search result@né gditing of queries for the
robot tagged users, and on the other hand we saw that somateneals were too short for the
human tagged users. This raises the question if these usearsreectly classified as robots or not.
This may indicate that the division of users into three geoaphumans, robots, and unclassified
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Figure 6.11: Heat-maps of robot users
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users may not be precise. It can also indicate that the ieriiesit were used to classify the users
focused on details and did not consider the user activityindar view that takes into account the
whole behavior of the user.

We concluded that the work done regarding to classificatienuisers is not final, and more
precise work is needed to better distinguish the robot Usemsthe human ones.

6.6 Quests Characteristics

Given the identification of quests, we can investigate thestpisize distribution. This provide
information about the length of the quests, and shows théoeuf change steps the user needed
to perform in order to accomplish the search mission andvedtie desired web page, or alterna-
tively to quit the search.

6.6.1 Finding Quests Size

The quest size can be determined with the heat-maps. Useag-tiram method, we already
have the similarity grade between each pair of user queviestepresented this data in the heat-
map graphs. A typical heat-map contains a sequence of btackas along the diagonal, which
is caused due to comparing the query to itself, and otherrequaith different shade of grey,
including white and black, showing the resemblance betveaeh pair of queries.

We look for large squares of adjacent related queries albegltagonal of heat-maps. The
sizes of the quests are actually the lengths of these squerdse squares shows the relationship
between the queries.

As the heat-maps are symmetric it is enough to look at onesadihor down triangles. Choos-
ing the down triangle, we start from the bottom left cornethef heat-map, the first black square
on the diagonal, looking for a horizontal sequence of noiterdquares. Of course this horizontal
sequence of non-white squares can be of size one, in thidltasgiery is not related to the next
one, although it may be related to some later queries (wedake of them later). Reaching a
white square means the end of the square sequence. At teisvemecord the size of the square
sequence and its start position. Then we jump up to the ngxbpgate black square on the diag-
onal and repeat the above explained process again at thergreight of the new black square till
we reach the last black square on the diagonal or to one ofgieras in the final column of the
heat-map. Figure 6.13 shows the pseudo code. The gradeBadlnuthe pseudo code is actually
a hash of hashes that contains, for each user, the gradescfopair of his queries.

We observed that in some cases it happens that if we choosgppee triangle and thus start
the process from the opposite direction with the last blapkase on the diagonal, we receive
horizontal sequences of non-white squares with differemgths.

This may happen when in one direction we recognize a longesexgy while in the other
direction we recognize a couple of shorter sequences thetiter have the same size. See example
in Figure 6.14. The two small green squares are recognized tie algorithm that starts from the
bottom left corner, and the big blue square is recognizedguiie algorithm that proceeds from
top right corner.
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Input: gradeHash contains the calculated grade for each pair of queries
k=0;
size = 0;
/Inumber of cleaned queries
arraySize = gradeHash{id};
i=0;
while (i < arraySize)
j=0;
while (i+j <= arraySize && gradeHash{id}[i][i+j] != 0)
Size++;
j+t;
//Saves the size of square and its start position
squaresLeft[k] = size;
xLeft[k] =1,
k++;
i+=j;
size= 0;

Figure 6.13:Pseudo code of algorithm for finding squares from down leftep

63209

Score
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Figure 6.14: Example of different square recognition stgrfrom opposite directions (small
squares contained in a bigger one)
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Figure 6.15: Example of different square recognition stgrfrom opposite directions (squares
have common cells)

Another case happens when in both directions we recogngqeesees that have some shared
squares. This leads to two series of sequences with diffesrees while their total length is the
same. See example in Figure 6.15. The two small green scau&rescognized using the algorithm
that starts from the bottom left corner, and the blue squanesecognized using the algorithm that
proceeds from the top right corner. As we see both squaresdwamon cells and finally define a
bigger square.

To prevent these problems and to determine the length ofesegs correctly, we choose to
perform the finding sequence process in both directionsurgi§.16 shows the pseudo code for
the upper triangle. Since we save the length of sequenceghrdirections, we can compare these
lists of sequence lengths and determine the actual size.

If the sequences in both directions agree on the same lewgtlaccept the sequence length
and move to the next sequences in both lists. Otherwiseg ttar be two options as explained
before. In these cases we try to proceed in the list with shdootal length to achieve the length
of the longer sequence on the other list. It may happen thé¢atding the next sequence length
to achieve the longer length, we pass the desired lengtle vetuwe need to move to the other list
and do the same process till we reach the same value in btghTikere could be more than one
pass between lists. Figure 6.17 shows the pseudo code.

We run the above described algorithms on one arbitrary pénmecAOL log. Figure 6.18 shows
the histogram of quests length (the non-white square seggdength). We can see that most of the
sequences are singletons with length one. There is a d@afalitbetween singletons and quests
with size two. The singleton quests appear almost five tima®rthan the quests with size two.
After that, as we proceed in the quests size the respectivets€almost decreased in half. Figure
6.19 represents clearly that almost 76% of quests are somgleabout 14% of them are with size
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Input: gradeHash contains the calculated grade for each pair of queries
k=0;
size = 0;
/Inumber of cleaned queries
arraySize = gradeHash{id};
i = arraySize - 1;
while(i >= 0)
i=0;
while (i-j >= 0 && gradeHash{id}[i][i-]] = 0)
Size++;
j++;
/[Saves the size of square and its start position
squaresRight[K] = size;

xRight[k] = ;
k++;

i-=j;

size = 0;

Figure 6.16:Pseudo code of algorithm for finding squares from top righteo

two and the rest which is just about 10% are longer than twas 3lmows that even longer quests
are possible but they appear rarely, and mostly users laaveetarch process satisfied or not after
few if any reformulations and/or repetitions.

6.6.2 Quests Completeness Relationship

Every square recognized with the above procedure repsesentiest of related queries. These
squares are symmetric by their diagonal so it is enough teertdrate on the upper or lower
triangle. As usual we choose the down triangle. The nonewvbguares in the triangle shows
that there is some relationship between the queries. Itesdaating to know to what extent all the
gueries in this triangle are related to each other. Whiterggua the triangle show that although
there is a path between these queries, there are big chaatyeseln them. So we decided to
find the number of white squares in each triangle and checkaéchvportion of the triangle area is
covered with white squares. Using the agreed sequencélistgte can easily find this sparseness
measurement, as we also saved the start position of sequétigare 6.20 shows the pseudo code.
We have found that about 97% of triangle quests had no whitareg. This rate contains also
the triangles with size one or two that by definition can nattam white squares. It matches our
previous findings about the sequence lengths (the triarage)b It also means that about 75% of
triangles with base greater than two are fully covered wiy@r black squares and do not contain
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//Inumber of squares found starting from left down corner
sizelLeft = squaresLeft.length;
/Inumber of squares found starting from top right corner
sizeRight = squaresRight.length;
k=0;
leftX = 1,
xPosition = -1;
a=0;
b = sizeRight-1;
left=1;
right = 1;
sumLeft = 0;
sumRight = 0;
while (a < sizeLeft && b >=0)
if (left)
sumLeft += squaresLeft[a];
if (leftX)
xPosition = xLeft[a];
leftX = 0;
a++;
if (right)
sumRight += squaresRight[b];
b- -;
if (sumLeft < sumRight)
while ((sumLeft < sumRight) && (a <= sizelLeft))
sumLeft += squaresLeft[a];
a++;
if (a == sizelLeft+1)
a = sizeleft;
left = O;
right = 1;
if (sumLeft > sumRight)
while ((sumLeft > sumRight) && (b >= 0))
sumRight+= squaresRight[b];
b- -;
if (b ==-1)
b=0;
left = 1;
right = 0;
if (sumLeft == sumRight)
squaresHash{sumLeft}++;
squaresAgreed{k} = sumLeft;
xAgreed{k} = xPosition;
k++; 65
leftX = 1;
left = 1;
right = 1;
sumLeft = 0;
sumRight = 0;

Figure 6.17:Pseudo code of algorithm for finding the agreed size of sguare
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zero = 0;
/IChecks if the square size is bigger than two

if(size > 2)
n=0;
while (n < size)
m = 0;

while (n+m < size)
if (gradeHash{id }[xPosition+n][xPosition+n+m] == 0)
zero++;
m++;

n++;

Figure 6.20:Pseudo code of algorithm for finding the white cells in thartgles.

any white square.

As the white squares can only appear in triangles with basegel or equal to three, if we
remove these tiny triangles we receive that about 75% aidtes have no white squares. Figure
6.21 shows the histogram and Figure 6.22 shows the propegmtage. As we see in these figures,
the portion of empty cells is reduced when the triangle sies digger, and for the high values
it mostly stands on one occurrence. Checking the relateq dathave found that the maximum
value for empty cells was 428, which is bigger by 251 than tleipus value. Figure 6.23 shows
its heat-map. The big red emphasized square is the one thigticed this amount of zero cells.
Actually this big square is created due to having both cakestequally diagnosed small squares,
one is contained in the other and they have common cells,atleatonnected together by our
algorithm. The green squares are recognized using theithigothat proceed from left down
corner while the blue ones are recognized using the algorilfat starts from the opposite side,
right top corner.

While the two previous Figures 6.21, 6.22 showed absolutebeumof the empty cells in the
triangles, Figures 6.24, 6.25 show that the portion of thetgroells out of the whole size of the
triangles. As mentioned before about 75% of triangles atalyonon-white. We can see that
about in 99% of the triangles, half or less of their squareseanpty cells, while just about 24% of
triangles have some non-white portion. The maximal ratengbtg cells stands on about 67% of
its field.

6.6.3 Relations between Quests

We have already talked about the non-white squares sequeheetriangles they create, and the
white squares they contain. Another phenomenon vieweddrh#at-maps are the gray shadow
squares or even black ones which are not part of these tesiglt appear in the heat-maps. This
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shows a non-continuous relationship between one queryadmaddnes. These separated non-white
squares represent a special kind of quest which exhibititem or reformulation of queries again
and again during the user activity. These repetitions oafter longer times than usual, mostly in
subsequent days or weeks. We thought to quantify this phenom

For each quest along the diagonal, we check if it is relatehyoother quest. If the quest is of
size one, it is actually one singleton square on the diagMialalready have the square sizes (the
sequences), which were found by traversing in both dirastan the heat-map graph, and the start
position of each of them. We also have the similarity gradesfi the queries, so we can easily
check if there is any non-white squares in the rows of eaclhedd quests. We may remember
that each square in the heat-map belongs to one quest. Ifumel feuch a non-white square, we
remove the related quest and continue till the last questrépeat this process for all the quests.
Figure 6.26 shows the related pseudo code.

We decided to count the total size of these separated nae-gduiare sequences. The minimal
size is two that points to the case when two singleton questsetated. Figure 6.27 shows their
size histogram. It does not show the occurrence of squargseqgs that are not related. Using
this method of counting we reach higher values for the quesés that shows the continuousness
in the quest through longer times, where this relationship spread over days, weeks and even
months. Figure 6.28 shows the percentage of related questd/¢e can see that about 32% of the
related quests are of size two, in other words two singletasts that are related. As the size of
the related quests increases their portion is decreastnh, tatial we see a strong rise of quests by
size ten and after that it arises slowly till it reach 99% aediventy five. We may see that although
longer sizes are available, they are not common at all. Tingelst size reported is 222 and there is
a jump of 32 from the previous value.

Another interesting parameter to evaluate is the numbea$ phese related quests are assem-
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for each square k from squaresAgreed
relatedParts = 0O;
rSquareSize = 0;
size = squaresAgreed{k};
xPosition = xAgreed{k};
related = 0;
for each squares p from squaresAgreed
newsd:
if (kK !=p)
size_2 = squaresAgreed{p};
xPosition_2 = xAgreed{p};
I = xPosition_2;
while (i < xPosition_2 + size_2)
j = xPosition;
while (j < xPosition + size)
if(gradeHash{id }[i][j] '= 0)
relatedParts++;
rSquareSize+= size_2;
delete squaresAgreed{p};
related = 1;
goto newSq;
j+;
i++;
delete squaresAgreed{k};
if(related != 0)
relatedParts++;
rSquareSize += size;
partsHash{relatedParts}++;
rSquareSizeHash{rSquareSize}++;

Figure 6.26:Pseudo code of algorithm for related quests in heat-map.

bled from. Figure 6.29 shows the popularity of each numbeaadfs. It is obvious that the minimal
number of parts is two. As we see, it is also the most populaeyavhile the next value, related
guests with three parts, has almost a third of the populafithis. The popularity of the related
guest is reduced as the number of parts they are combinedigrorareased. Figure 6.30 shows
the portion of each multi part quest. As we said before, tadqul quests are most popular and
constitute about 58% of all combined quests. With questsbooea of thirteen parts, we achieve
almost 99% of all combined quests. We see a fast rise till vaelréhe quests combined from
thirteen parts and after that we have a more slow and sma#hlrarge combined quests are also
found but their portion is very tiny.
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Chapter 7

Sessions and Quests

7.1 Parallel Usage of Sessions and Quests

We have seen till now two different methods for dividing amduping the sequence of queries of
users to sessions, using either the time intervals or legaraparisons between queries to accom-
plish the mission. Now we consider exploiting these mettsaasiltaneously. Having the individ-
ual session threshold using our algorithm and the heat-er@ased using the n-gram method, we
can easily represent these informations together.

We created graphs that show the heat-maps of the querie$ae bad also put line borders
between the queries according to the individual threshdiathvis appropriate for this user. Actu-
ally we expect to see that our bounds cut the graph at plae¢sitd also appropriate visually to
the shapes on the heat-maps and thus to see no collisions.eBhdawe seen that there are quests
that are cut by the session thresholds to two parts, seeeiglir and there are also quests that
are continued over more than two sessions, see Figure 7.@hé&nphenomenon is that session
thresholds do not surround each quest and a session mayncoee than one quest.

We would like to measure how much these two different metlaggse on the session detecting
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Figure 7.1: Quests that are cut by the session thresholdstpdrts
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issue. So we need to measure some parameters that showgtteeimeent rate. This was done by
finding the prevalence of each kind of collisions. First warfd the number of times that the
guests were cut by the session thresholds at any place dbhgirgength. This would show if the
collisions are really frequent.

We found that the total number of times that quests were cst68416. This includes cases
where the same quest was cut multiple times. As session antagpear only in quests with size
bigger than one, we received that about 29% of quests lohgardne were cut. We may remember
that just 24% of quests are longer than one. This shows thaall portion of quests are cut by
session thresholds, about 7% of all quests.

As we mentioned before, there are quests that are spreadnoverthan one session. In this
case the user continues his search for the same or similastoyger multiple sessions. But mostly
the quests are bounded between the session thresholds. éanwvsze in Figure 7.3 about 94%
of quests are contained in one session, roughly 5% of questatinued over two sessions and
the rest are the longer quests that contain more than twmessturing their activity. Figure 7.4
shows that the highest value recorded is one quest thatdspogar twenty sessions.

Another interesting issue regarding the simultaneousaushilpese two session detecting meth-
ods is when the sessions are comprised of more than one qirsttan show that topic changes
in a search may not definitely point to the end of a sessionitamgossible that users change their
search topic several times during a session. We checked laow quests are included in a session,
or in other words the number of times the user changed his tesearched for during a session.
As we look for the topic changes, in a case that a quest isetivitttween several sessions, it is
counted in each of them separately.

We found that about 79% of sessions were composed of one gndghere were no topic
changes. Figure 7.5 shows also that about 13% of sessioteiroeh two quests. As we see the
chance of having more than three quests in one session i amais less than 4%. Figure 7.6
shows the occurrence of sessions that are composed okediffeumbers of quests. The maximal
value of quests contained in a session is twenty eight whechimed once. We see that in most
cases both detecting methods agree on the borders. Figushdws that our individual thresh-
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Date Time Query Cleaned New Query
2006-03-05| 00:19:03| last kiss lyrics kiss lyrics
2006-03-05| 19:38:34| today lyrics today lyrics
2006-03-09| 16:46:03| we might as well lyrics | lyrics
2006-03-09| 17:33:46| calling you lyrics calling lyrics
2006-03-09| 17:33:46| calling you lyrics calling lyrics
2006-03-09| 17:44:07| last call lyrics call lyrics
2006-03-09| 18:23:56| over my head lyrics head lyrics
2006-03-09| 18:47:03| with or without you lyrics| lyrics
2006-03-09| 18:58:52| ceom as you are lyrics | ceom lyrics
2006-03-09| 18:59:49| come as you are lyrics | come lyrics

Table 7.1: Some part of User Id 7783914 that cause the longt que

old lines cuts the graph properly so that in case the heatshaws a quest (query modification
process) the threshold lines bounds it form both sides.

We have checked the users that had long quests that werawedtover more than ten sessions.
We found that most of these quests are recognized becaussgheses some term that appears
in a sequence of his queries, while the user does not actgdtiymulate his query by adding or
removing terms. Rather he just changes the whole query eXocegerm that accompanies the
queries. This dose not actually match the quest definitiotvdiher points to some field of interest
of the user. Figure 7.8 shows the heat-map of user id 77839d4adble 7.1 shows some part of
the respective log. We see that the user uses the term "yhiceng his search but he change the
whole query except this term each time. Thus he is genenaiyested in song lyrics, but each
song should be considered a separate quest.

This exemplifies the benefit of using a long log that enablewusbserve these changes in
long periods and distinguish them from quests. In short thgse is no possibility to see such a
phenomenon as we do not have the user activity for a long fineepossible that the phenomenon
is referred as a quest in short logs, since there is no wayuoefigut otherwise, as the short length
activity dose not allow it.

There were also users that had quests that contained a highenwf sessions, but this was
created as the user repeated the same query in long timealstawhich caused it to be in different
sessions, but with misspelling so that we did not remove teamoe they were assumed to be
different queries.

7.2 Exploiting Session Thresholdsin Detecting Quests

We thought that there might also be a non-negligible portibnsers that always search for one
or two permanent queries and repeat them again and agaioe % just consider the different

gueries such repetitions are removed and do not appearraball quest analysis. Thus we decided
to utilize the time dimension while looking for different gpies. This means that we consider the
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time interval that passed between the equal queries, aratl lmasit decide to retain or remove
them. As we already have the personal session thresholadbreser, we decided to remove the
equal queries in case that the time interval between thehoiges than the session threshold, and
to keep them if the time interval passes the session thréstmal announce a new session.

Using this approach we repeated our previous analysis. \&ekel the size distribution of
quests. Itis obvious that now there would be quests thategel, since the equal queries that were
not removed, would not stand alone and will be recognizedaasgb quests that were recognized
before since they have the highest similarity grades wigr fhrevious query. Thus we expect to
see that the size distribution moves to bigger values and theuld be less singleton quests (quests
with length one). Figure 7.9 shows the new distribution cégjs size. We see in Figure 7.10 that
actually only 3% of singleton quests are decreased andighsneall increase in popularity of loger
quests.

We think that adding these equal queries would not affechemumber of zero graded cells
in the quest triangles. Thus their portion in the questsss alipposed to stay as before. As shown
in Figures 7.11, 7.12 we see minor rise in the popularity afssl with no zero cell. This may
be explained by the new equal queries that were added to #sqwith sizes one or two and
caused them to have larger sizes (meaning equal or biggetthee) and thus counted as squares
with no zero cells. It might be worthwhile to remember thatags with length less than three
by definition can not have zero cells and thus are not shownerigures. We also see the same
behavior in Figures 7.13, 7.14 which show the percentagerofzells out of the whole size of the
quest triangle.

Another aspect we checked was the matching of the two sedsi@tting methods. There
were three measurements that we used before and thus repeatgain. The first one was the
number of cuts of session thresholds in quests. We expecue imore cuts of quests by the
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session thresholds since the equal queries we kept aretttaigbeir time intervals are longer than
the session thresholds and as explained before they wowaldd®a to existing quests thus causing
more cuts. Each increment of the quest size is accompanibdawother cut. The new value of
cuts is 109796. We see that it increased by 46680, which ghlglr4% growth in the number of
cuts.

The second parameter we checked is the number of questshnseasion. It is supposed
to have a similar distribution with small raise in the popitjaof sessions that contain singleton
guests, because we added the equal queries. These eques @uerconnected to already existing
quests, but they appear at new session borders, and as weldlo& number of quests in a session,
the interrupted quests would be counted in each sessionaselyaand thus we see an increase in
the number of quests in sessions. Figure 7.15 shows thedéia&togram. We can see in Figure
7.16 that the percentage of each kind of sessions are alhesaime as before.

The last interesting measurement that may change is the erunfilguests that are spread on
more than one session. As we explained before the equakgueili be connected to the existing
guests while on the other hand they belong to another sessioa they are added in case that
the time interval passed the session threshold. This additi quest length will cause the quest
to be continued in another session. Thus as representedjumeFr.17, we see less quests that
are limited to one session and a significant increase in tpalption of longer quests is observed.
We also recognized quests with longer lengths that wereewmignized before although most of
them occur only once. Figure 7.18 shows the percentage stgjtiaat are continued over different
number of sessions.

This shows that there are not too many users whose activityeirsearch engine is basically
a couple of permanent queries that are repeated all the Weeestimate that about 3% to 5% of
guests represent such usage of search engines. We seagtzatdition to our analysis does not
change too much our results and it may also be ignored.
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Chapter 8

Conclusion

In this research we tried to characterize long term usechgaatterns. To do this we need to use
search log files, the only available means for our researoévidus work done using these logs
mostly focused on short term user behavior and tried to cheniae search parameters such as
query length, number of viewed pages, number of clicked URLs, As we meant to find long
term behaviors we used the longest available log file, nathelYAOL log.

An important deficiency of the log files is that these are jasbrds of individual user queries,
and there is no grouping of these activities, while the fitsp $n characterizing user behavior is
the ability to identify sequence of user search actions hadbteaks between them.

The grouping of sequences of searches can be done in difigags, with several variations.
We tried as a part of our research to make some order in thes fled we present two separate
concepts, sessions and quests.

The notation of sessions is based on the time interval bettheeuser queries. Silverstein et al.
[27] used a global threshold for all the users and based drc#étegorized the users’ activities. The
value of the threshold varies in different studies and \&kiwech as 5, 10, 15, and 30 minutes [27,
8, 10] were used. This variability in the value of the thrddrshows that there is no global value
which is proper for all the users, and any value can be goddqus portion of users. We showed
that using a global threshold of 10, 20 or 60 minutes affdwtgime interval distribution, and thus
detected sessions. In particular, we received some dstifdidhe global threshold regardless of
its value. This happens since any global threshold causesision of some short sessions into a
longer one, or vise versa, dividing a long session into sdmetar ones.

To obtain a better identification of sessions we suggested) @spersonal threshold for each
user which is based on that user’s activities. This persibmaeshold tries to give the best possible
proximity to the real one. Murray et al. [22] proposed a hieln&al agglomerative clustering
algorithm to find the session thresholds.

Our algorithm codifies common sense and knowledge rather tdlging on more abstract
parameters. Using our personal threshold algorithm weivedea smooth distribution of time
intervals without any artifacts. This shows that using aspeal threshold is a better choice for
grouping users queries into sessions. We also comparednolimdgs with human evaluation and
received high precision and recall.

The second way to group the users searches is based on tbal lexnilarity between the
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gueries. The sequences of user searches combined usimgettied are called quests. This idea
was also used before by He et al. [11] and Jansen et al. [18hk$pal. [4] proposed similar
classifications. The query reformulation patterns helpdtedting the session bounds. We used
two methods to implement this idea. The first one was a singsie&ainment method and the second
was an n-gram method. In both we used the Jaccard coefficienttuate the similarity between
the queries. Given the similarity grades between each paiser queries we made heat-maps
that were used to discover different search patterns. Ubieign we recognized patterns such as
different kinds of repetitions or editing that have specitimpes. Our work is the first where the
search patterns are recognized using such heat-maps.

We also characterized the quests found using our heat-néphecked their sizes, to what
extent the queries in the quest are related, and their pomidhe quest. We also considered
the relationship between the quests, which shows repettiseformulation of queries again and
again during long term user activities.

Finally we used our personal threshold and heat-maps otgsaaultaneously on the same
log. This way we checked how these two different groupingnoés$ agree with each other on the
session detection issue.

We also proposed a simple method to identify navigationarigs. Although there are other
researchers [19, 21, 23, 2] that suggested methods to rneeodpem, our method is simple and
does not need to collect data in advance. We found a longerititerval after the navigational
gueries and their fraction in web searches. We also studiaechcked and multi-clicked naviga-
tional queries. As we worked with a long log, we identified geethat are related to news events,
by noting the changes in the query popularity during différeeeks.

In this research we tried to establish a common context fitwo different query-grouping
concepts. We provided the first steps toward long-term behatudies, showed related charac-
teristics and user search patterns. Our finding can be ¢égglo learning techniques that need
to detect user sessions. It can also be used as a basis far @agysis of additional aspects of
search such as modeling the long-term user behavior.
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