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Summary

ParC is an extension of the C programming language with block-oriented parallel constructs
that allow the programmer to express fine-grain parallelism in a shared-memory model. It is
suitable for the expression of parallel shared-memory algorithms, and also conducive for the
parallelization of sequential C' programs. In addition, performance enhancing transformations
can be applied within the language, without resorting to low-level programming. The language
includes closed constructs to create parallelism, as well as instructions to cause the termination
of parallel activities and to enforce synchronization. The parallel constructs are used to define
the scope of shared variables, and also to delimit the sets of activities that are influenced by
termination or synchronization instructions. The semantics of parallelism are discussed, especially
relating to the discrepancy between the limited number of physical processors and the potentially
much larger number of parallel activities in a program.
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Introduction

As part of a quest to make parallel programming an everyday activity, we developed an easy to use and
quick to learn parallel programming language, referred to as ParC. ParC' is a block-oriented, shared memory,
parallel version of the popular C' programming language. ParC presents the programmer with a model of a
machine in which there are many processors executing in parallel and with access to both private and shared
variables.

While most of the ParC constructs have been proposed and used before, this is to the best of our
knowledge the first time that they are brought together in a cohesive form. The result is a language that
allows parallelism to be expressed in a natural and simple manner. It is one of the few programming languages
designed to support a shared-memory model of computation, thus making programming easier and allowing
users to tap the vast base of PRAM algorithms. In addition, users can capitalize on their experience with
C, concentrating first on writing a correct sequential program and then on efficient parallelization using the
ParC extensions.

In this paper we describe the features and semantics of ParC. The rest of this section explains the
motivation for designing a new language, the effect of the motivating forces on the design, and the structure
of the software environment that surrounds it. The next section describes the parallel constructs and
scoping rules. The exact semantics of parallel constructs when there are more activities than processors
have been widely neglected in the literature. We discuss this issue and provide guidelines for acceptable
implementations. We then describe the innovative instructions for forced termination, which are based on
analogies with C instructions that break out of a construct, followed by a discussion of synchronization
mechanisms. A discussion of the programming methodology of ParC is then given and is followed by a
discussion of our experiences with ParC'. A comparison of ParC with other parallel programming languages
is delayed until the end of the paper, after we have described all of its features.

Motivation and Design Guidelines

Many parallel programming languages (or language extensions) have been proposed and implemented in
recent years [1, 2]. These languages are based on different philosophies and provide a wide spectrum of
features. ParC belongs to the family of those that provide explicit parallelism, as opposed to functional
and logic languages. In addition, it is conservative rather than revolutionary, e.g. dataflow, and is based
on the well-known and widely used C' language, making it ideal for wide acceptance by the programming
community [3]. It supports the shared-memory model of computation, which is widely believed to ease
parallel programming and enhance user productivity [4]. These basic characteristics reflect the belief that
such a language is the best vehicle for research in parallel algorithms and their implementation on parallel
architectures.

The practical usefulness of ParC stems from two sources. On the one hand, it is similar in flavor to
the pseudo-languages that are used by theoreticians for describing parallel algorithms. Indeed, we have
found that most shared-memory parallel algorithms can be directly coded in ParC. On the other hand,
it is also conducive for the parallelization of sequential programs written in C. The language promotes an
understanding of the problems inherent in parallel code, through the parallelization process, and allows
various approaches for their solution to be expressed and compared.

The main feature of ParC is that the parallelism is incorporated in the block structure of the language.
This encourages the use of structured program design, and also provides a high-level description of the
program structure, thus furnishing a natural extension to the sequential C' control structures. The language
is not intended to be completely general in the sense that any parallel structure can be expressed. On the
contrary, good structure means restricting the programmer and not allowing some constructs, as in the use
of closed while loops instead of a general goto instruction. The generalization of this idea to parallelism
results in the use of closed parallel constructs rather than fork and join. In addition, a structured language
may include some redundancy if a number of similar constructs are useful; for example, C' provides three
different iterative constructs, for, do, and while, even though the first two can easily be expressed using the
third. ParC has three redundant parallel constructs, as well as redundant synchronization mechanisms.

Parallelism is expressed in ParC at a high level of abstraction. The programmer need not know the
exact number of processors, the relative speeds of the processors, or even which processor is executing which
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Figure 1: The ParC software system.

activity. This results in very portable code, and frees the programmer from worrying about too many low
level details, allowing him to concentrate instead on getting the parallelism correct. On the other hand,
for some applications, the resulting code may not be very efficient. In such cases, it may be desirable to
“hand-tune” the code to the machine. For this purpose, ParC supplies concise high-level facilities to express
how the program is mapped at run time. It is also possible to improve performance by restructuring the
program and changing the relationship between parallel and sequential constructs. Note that this is all done
within the context of the language, and there is no need for additional low-level primitives. The tuning is
usually done after the application has been fully developed and performance analysis has shown the problem
spots.

System Structure

The purpose of the ParC system is to facilitate research on the design and implementation of parallel
algorithms, and at the same time provide a testbed for research on parallel programming, debugging, and
run-time systems, all in the context of a shared-memory model. The environment is composed of three parts:
a precompiler that translates ParC code into C, a simulator that simulates parallel execution on a UNIX
workstation or any IBM compatible PC [5], and a run-time library that supports the execution of ParC
programs on the Makbilan research multiprocessor [6, 7] (see Figure 1).

The parallel program is represented by a single Unix (or DOS) process, but this has little significance to
the programmer. Process-oriented Unix system calls may not be used in a parallel program. Unix or DOS
is available to the programmer for program start-up and for all I/O operations. Thus I/O operations are
serialized, and file descriptors are shared by all the parallel activities. This is true for both the simulator
and the Makbilan.

The software layer of the Makbilan system is called MAX1 for short [6, 7]; it runs above the Intel RMK
kernel. The implementation of ParC constructs is done partly by code transformations in the precompiler,
and partly by the simulator and MAX1 library. It should be noted that the precompiler is actually a compiler,
not a preprocessor. The parallel extensions in ParC are language extensions, and not merely high-level calls
to system functions. The precompiler has to recognize the language and keep a symbol table in order to
support the scoping rules and other features.

The simulator may be linked with libraries that extend its functionality. One set of libraries emulates



various hardware features, e.g. a certain network topology or a caching scheme [8]. Other libraries belong
to different versions of the parallel debugger. These libraries contain routines that monitor the program
execution, and provide data for a graphical display facility [9]. Even without these additions, the simulator
gives a detailed performance prediction by counting assembler instructions.

The Makbilan research multiprocessor contains up to 16 single board computers, connected by a Multibus
II. Each board has an Intel 80386 processor running at 20 MHz, an 80387 mathematical coprocessor, and
4 MB of memory. A processor can access the memory on another board through the bus, but this takes
longer than a local access. Hence the Makbilan is a non-uniform memory access (NUMA) architecture [10].
Additional elements on the bus include the Unix host, a terminal server, and a peripherals interface card.

It should be noted that ParC does no depend on this architecture. It is fairly cost effective to assemble a
small scale parallel machine using several single board computers connected by a shared bus. The Makbilan
is only one instance of such an architecture. A shared memory that is accessed through a crossbar or a
multistage network could also be used. ParC does not make any assumptions about the architecture; it just
requires the ability to share the address space across all the processors.

Creating Parallelism: Activities and Shared Variables

This section describes the essence of ParC' its parallel constructs, scoping rules for sharing variables, and
other special constructs related to parallel processing. ParC is a superset of the C' programming language
and so there is no need to review any of the standard features.

Parallel Constructs

Parallel programs have two main sources of parallelism: loops and recursion. The parallel constructs in ParC
are especially designed to handle both cases in an efficient and structured manner. The parallel “things”
generated by ParC are called activities, in order to avoid overloaded terms such as “process” or “task”.

parfor

Loop parallelism is handled by the parfor construct, which is a parallel version of the conventional for loop.
The syntax for this construct is:

parfor ( index; e1; ea; e3 )
stmt

The body of the loop, stmt, can be any legal statement in ParC, including a compound statement with
possible nested parallel constructs and function calls. If it is a block (compound statement), it can declare
its own private variables which won’t be known outside the scope of this block, or by any of the other
iterations of the block; this is elaborated below. The bodies of the distinct iterates are executed in parallel;
the meaning of being executed in parallel is discussed in the section entitled “The Meaning of Parallelism”.

A distinct, local copy of the loop index is created for each iterate; this is always an integer variable. The
index variable can be modified without affecting other activities. By analogy to serial for loops, the number

of activities is [%J + 1. The index variable in activity ¢ is initialized to e; + (¢ — 1)e3. Note that this

variable is only defined within the parfor block, and does not exist outside of its scope.

Unlike the for loop, however, the expressions e, €2, and e3 are evaluated only once, before any activities
are actually spawned. Moreover, it is illegal to directly transfer control, via a goto statement, either into or
out-of the body of the parfor construct.

Iparfor

The Iparfor construct is important for the common case in which the number of iterates in a parallel loop is
much larger than the number of processors, P. If the iterates are independent, i.e. with no data dependencies,



it would be more efficient to chunk them and create only P activities, one per processor. Each of these
chunked activities would then execute n/P of the iterates in a serial loop (where n = 2 + 1 s the total
number of iterates). This saves the overhead associated with spawning all the activities, and improves the
possibility of using fine-grain parallelism. ParC has a special construct that implements this optimization,
called Iparfor, with the 1 prefix denoting lightweight. Using Iparfor gives the compiler the opportunity to
generate more efficient code. Note that this construct does not add functionality, it is useful only for
optimizations. The implementation can choose to balance the load between the P activities statically, by
allocating n/P iterates to each, or dynamically, by using chunked self scheduling [11, 12, 13]. This is a
further optimization that does not change the semantics.

It was decided to add a special construct to the language instead of just adding a hint to the compiler, as
found in many commercial parallel languages, because of the semantic implications. Iparfor explicitly implies
that the iterations are independent. A correct program using parfor constructs may not be correct if Iparfor
is used instead. The reverse is not true — one may always replace an Iparfor with a parfor without affecting
correctness (just efficiency).

parblock

The parallelism that is found in recursion, such as that of divide and conquer algorithms, is handled by the
parblock construct:

parblock
stmt-list
stmt-list

(in general, more than two blocks are possible). However, this construct is more general than a specialized
construct for divide and conquer, because the constituent activities are coded individually. Note that the
three parallel constructs are redundant: a parblock and Iparfor may be implemented using a parfor, for
example. But such implementations would be bulky and degrade code quality.

Mapped Constructs

All three parallel constructs can be qualified by the mapped keyword. This has the effect of always mapping
activities to physical processors in the same way. The exact mapping is implementation-dependent; a rea-
sonable choice is round robin by the activity index, i.e. mapping activity ¢ to processor ¢ mod P. The key
feature is that in every instantiation of a mapped parallel construct, the i’th activity will be mapped to the
same processor. Hence these activities have a locality relationship. Advanced programmers can make use of
this feature to produce more efficient code on many machines types. It gives the programmer some ability
to control the allocation of activities to processors without the burden of keeping track of process IDs or
explicit mapping. It also helps make code more readable by avoiding some sync statements.
In the current implementation, only the mapped Iparfor construct is supported.

Nesting of Parallel Constructs

The different parallel constructs may be nested in arbitrary ways, and also mixed with regular C' constructs.
In all cases, the activity that executes the parallel construct is suspended until all the constituent activities
have terminated. Nesting of parallel constructs thus creates a tree of activities, where only the leaves are
executing while internal nodes wait for their descendents. Note that these constructs allow the user to
express the spawning of a large number of activities at once, while avoiding messy implementation and
mapping details [14]. Such details are delegated to the runtime system.

General gotos are not allowed past the boundaries of parallel constructs. This is the only restriction in
ParC that is not compatible with C.



int sorted[n]; /*shared array */

int sorted[n]; void quicksort( arrl, arr2, left , right )

{

void quicksort( arrl, arr2, left, right ) int I, r, n, splitter; /xno declaration fori x/

{

int i, 1, r, n, splitter; n = right — left + 1;

n = right — left + 1; if(n == 1)

i 61 '_g_ 1) € ' sorted[left] = arrl[left];
sorted[left] = arr1[left]; if (:effn-l)

if (n <= 1) arn:
return; splitter = arrl[left];

splitter = arr1fleft]; = Ie.ft;

| = left; = right: .

¢ = right; Iparfor ( i; left+1; right; 1) {

if (arrl[i] < splitter)

arr2[ faa(&I,1) | = arrl[i];
else

arr2[ faa(&r,—1) | = arrl[il;

for (i=left+1; i<=right; i++) {
if (arrl[i] < splitter)
arr2[l4++] = arrl[i];

else }
arr2[r——] = arrl[i];
} sorted[l] = splitter;
sorted[l] = splitter; parblock {

quicksort( arr2, arrl, left, I-1); quicksort( arr2, arrl, left, |1 );

quicksort( arr2, arrl, r+1, right );
: )
}

quicksort( arr2, arrl, r+1, right );

Figure 2: Sequential and parallelized versions of quicksort. faa is an atomic fetch-and-add operation (see
the section on synchronization). Note that in the parallel version | and r are shared by all activities in the
Iparfor, but each recursive call will create new copies of | and r. There is only one copy of the array sorted
and it is shared by all activities.

An Example: Parallel Quicksort

As an example, consider the parallelization of a C program that implements the quicksort algorithm (left of
Figure 2). Two arrays are used alternately to copy elements that are smaller or larger than the first element
in the segment. The first element is copied to the output array at a location that is between the set of
smaller values and the set of larger values. The recursion ends when the segment is empty or includes a
single element; if there is a single element, it is copied to the output array.

The parallel version in ParC is given in the right of Figure 2. An Iparfor is used to compare the elements
against a splitting value in parallel, dividing them into those that are larger and those that are smaller.
As this implies parallel access to the indices | and r, the atomic fetch-and-add (faa) instruction is used to
increment and decrement them. Then a parblock is used to perform the two recursive calls in parallel.

Scoping Rules

An important feature of a programming language is its scoping rules. In parallel languages, scoping is often
replaced by explicit declarations that variables are either private or shared. We find that explicit declarations
are unnecessary, as the scoping naturally leads to a rich selection of sharing patterns. This is so because
ParC is a real parallel language, not just a sequential language with calls to a parallel run-time support
system, and the precompiler understands the program structure.



parfor (1i; 0; N—1; 1) {

static int s; /* shared by all N activities %/

int t; /* private to each activity */

faa(&s,1); /* must be updated atomically %/

t++; /* private variables need not be protected x/

Figure 3: A variable declared as static within the construct will actually be shared by all the activities of
the construct!

Sharing Patterns in Nested Blocks

The scoping rules of the C' language come in two flavors: local to a procedure and global. Within a procedure
there is a hierarchical scoping of variables, since each block of code may contain a data declaration section.
This is reminiscent of the hierarchical scoping of Pascal. The scope of global variables can be limited to just
those procedures within the same file by the static statement.

ParC allows parallel constructs to be freely nested inside of other parallel constructions. By preserving
the normal C language scoping rules, variables declared within a block (no matter if the block is parallel or
sequential) can be accessed by any of its nested statements (parallel or sequential). In particular, if a nested
statement is a parallel construct, all the spawned activities will share the variables declared in the enclosing
blocks. Global variables are shared among all the program activities; static variables and externals are also
considered global. The general rule is: if you can see it, you can use it. If more than one activity can see
a variable, then that variable is shared, otherwise it is private. Every variable within a ParC program can
potentially be shared. A private variable can become shared when a shared variable points to it.

Local variables declared within a block are allocated on the activity’s stack. The scoping rules therefore
imply a logical “cactus stack” structure for nested parallel constructs. Note, however, that this is the case
only for nested parallel constructs in the same procedure. Code in one procedure cannot access variables
local to the procedure that called it unless they are passed as arguments. It cannot modify them unless they
are passed by reference.

An example of the hierarchical scoping rules in ParC was given already in Figure 2. The index variable
i in the Iparfor is local in each activity, so there are many (specifically, right — left) distinct copies of it. The
variables | and r, however, are shared and must be protected during their modification. This is done by the
atomic faa (fetch-and-add) operation.

static Declarations

The C language was designed in the early *70s in the context of writing the Unix operating system on a PDP
11. Tt is remarkable that most of its features can be used in ParC on parallel machines with no ill-effects.
A major exception is the static declaration. In C, static variables are persistent across function invocations.
The implementation is therefore to allocate storage for such variables from the global heap space, rather
than on the stack. In ParC, static variables declared in a parallel block become shared by all the activities,
rather than being private to the declaring block (see Figure 3).

Forced Termination

ParC activities are logical structures that are implicitly specified by the parallel constructs and consequently
are not identified by names or IDs. Therefore it is impossible for an activity to directly kill or terminate any
other activity.

However, since activities in ParC are generated by block-structured expressions, ParC does allow some
limited control over the execution of the activities within the construct. It is possible for an activity to self
destruct or to kill a whole group of related activities, by “jumping out” of a parallel construct. This is done



Sample code:

main()

void f() Snapshot of activity tree:

parblock

( (o)

s2

s O OO

parfor (i; 1; 3; 1)

= CDACDACD)

sb
sb
} The effect of different instructions exe-
s7 cuted by activity s41 or activity s2 at
} this moment are:
s41 does pcontinue s41 does pbreak s41 does return
s2 does pcontinue s2 does pbreak s2 does return

oo

Figure 4: The effect of pcontinue, pbreak, and return when issued in a parallel construct.

by the following ParC instructions, whose semantics when executed inside a parallel construct are based on
analogies with serial constructs:

pcontinue — deletes the activity that executes it, without any effect on its siblings. This is analogous to a
jump to the end of the activity’s block of code.

pbreak — terminates the activity with all its siblings and their descendents, effectively ending the parfor or
parblock that generated them. As in C, this breaks out of the construct and is analogous to a jump to
the first instruction after the construct.

return — returns from the last function call, terminating all the activities generated within this function.



search( arr, n, x )
int *arr, n, x;

Iparfor (i; 1;n; 1)
if (arr[i] == x)
return(i);
return(—1);

}

Figure 5: An example of using a return construct within an lparfor construct. When a match is found, all
the other activities are terminated.

Likewise, setjmp and longjmp allow to return to a previous state across any number of function calls.

The p prefix in pcontinue and pbreak is required so that these instructions can be used unambiguously even
within a sequential iterative construct nested inside a parallel construct.

An example that clarifies the effect and highlights the differences between these instructions is given in
Figure 4. Note that when a subtree is terminated, the root activity may only resume after all the constituent
activities have terminated. It is not enough to start an asynchronous mechanism that will cause the subtree
to terminate (or, in the extreme case, just let it execute to termination in parallel with the root), because
the activities in the subtree have access to local variables in the root. Indeed, it is implied that the whole
machine be interrupted and the subtree terminated as fast as possible, to prevent situations where new
activities are generated at a higher rate than existing ones are terminated.

The code in Figure 5 shows the use of the return statement within a parfor construct in a code fragment
of a parallel search on all the elements of a large array. When a match is found, the search is terminated
by the return instruction that returns the index of the matching cell. The Iparfor construct is used to reduce
the overhead since the size n of the array may be much larger than P, but only P activities will be spawned
and each will loop over n/P elements.

Synchronization

The closed parallel constructs are not sufficient for all the synchronization needs of parallel programming.
There is no wide-spread agreement as to what constitutes satisfactory high-level synchronization mechanisms
for parallel languages. Some researchers emphasize data abstraction and mutual exclusion, and advocate
the use of monitors or similar constructs. Others emphasize the relationship between synchronization and
communication, and suggest mechanisms that are based on message passing (e.g. the Ada rendezvous). A
third group suggests the use of events as the main mechanism for process synchronization.

The approach adopted for ParC' is not to choose a specific high-level primitive. Instead, a number of low-
level synchronization primitives with different characteristics are provided. This allows the programmer to
create various synchronization schemes, and to control the program behavior and the resulting performance.
It is certainly possible that some high-level primitives will be added to the language if the programming
experience indicates that they are useful for a large class of applications.

The three basic synchronization mechanisms in ParC' are:

e Fetch-and-add, denoted faa(&i,exp), is an atomic read-modify-write operation on integers. It has been
shown to be useful in a large number of algorithms [15, 16]. Specifically, faa can be used to implement
wait-free interactions, where a number of activities operate on shared data structures simultaneously
without having to wait for each other. In addition, it can be used for various synchronization schemes
based on busy waiting. An example of its use appears in the quicksort program of Figure 2. faa
is used there to allocate distinct cells in the array arr2 to different activities that all increment the
index variables at the same time. The atomic nature of this instruction alleviates the need for mutual
exclusion, and prevents unnecessary serialization.



int a[N];

?arfor (i; 0, N—-1; 1) int t, a[N], tmp][N];
int t, tmp; Iparfor (i; 0; N—1; 1)

ali] = init.val(i); a[i] = init_val(i);

sync; for (t=0; t<T; t++) {
Iparfor (i; 0; N—1; 1)

for (t=0; t<T; t-++) { tmp[i] = f(afi—1].afi],a[i+1]);

tmp = f(a[i—1].a[i].a[i+1]);

sync; Iparfor (i; 0; N—1; 1)
afi] = tmp; afi] = tmpli];
sync;

Figure 6: Two examples of the initialization and use of private variables. In the first, a sync statement in
embedded in the loop. In the second, the two parallel constructs clearly show the sequentiality. The use of
the lparfor should be efficient for large values of n, but it requires temporaries to be defined as shared arrays.
Iparfor cannot be used on the left because the sync creates a dependency between the iterations.

e Semaphores complement the wait-free capability of faa by providing an interface through which an
activity can suspend itself waiting for an event. Variables of type semaphore may be declared, and the
P and V operations may be applied to them with the usual semantics [17].

e It is evident that barrier synchronization is a very useful primitive for parallel programming [18].
We therefore added the sync instruction to ParC. This instruction implements a barrier that involves
all the activities spawned by a certain parallel construct. Thus an activity that executes a sync is
suspended until all its live siblings also execute a sync. If only a subset of these activities perform a
sync instruction, while the others loop forever or wait at a semaphore, deadlock will ensue. However,
if a subset of these activities terminate, only the remaining activities have to perform a sync. In
particular, if all the awaited activities terminate, the activities waiting at the sync may proceed.

It should be noted that the sync instruction is redundant, in the sense that it can be implemented by using
semaphores. However, its use is so common that it is appropriate to provide a special instruction for it, and
relieve users from the implementation details.

A common use is to ensure that all variables that might be shared have been initialized before they are
accessed (Figure 6 left). In this example, an array is initialized and then each cell is “relaxed”. Alternatively,
this could be done with separate parallel constructs, thus emphasizing the sequential nature of the operation
(Figure 6 right). However, using separate constructs requires shared arrays for temporary values that have
to be maintained across constructs. We note in passing that it is doubtful that any machine could support
a naive implementation of the code on the left of this figure (with the parfor construct) for large values of n
as it would require a large number of activities to be maintained.

Two additional instructions allow users to influence the execution of activities on processors, bypassing
the high level of abstraction provided by the other language constructs. For example, these instructions
allow the programmer to achieve effects similar to co-routines. They are:

yield — An activity executing this instruction explicitly yields its processor, causing a context switch to
another ready activity.

switch_on, switch_off — This allows the user to create nonpreemptable activities. It is used to change the
semantics of the parallel constructs as defined below. The reasons for this option are discussed in
the section entitled “The Meaning of Parallelism”. A nonpreemptable activity may nevertheless be
preempted if it is forced to wait for some event. This happens if the activity performs a sync instruction,
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a P on a semaphore, a yield, a blocking I/O command, or spawns additional activities. Note that this
instruction cannot be used to guarantee mutual exclusion, because it has no effect on activities runing
on other processors.

As an example illustrating the use of these instructions consider a global time-stamp mechanism which is
useful for program monitoring and debugging. The idea is to initially create two activities: a non-preemptable
activity, accomplished via the switch_off construct, which increments a “clock” variable in an infinite loop,
and a regular activity which starts the parallel program. Whenever an interesting event occurs, it can be
labeled with the current clock value. This provides a full ordering of the events that occur during program
execution. When the parallel program terminates, a pbreak can be used to stop the clock activity. As another
example, the yield instruction can be used to implement a two-phase blocking mechanism, which might be
more efficient than busy-waiting [19].

Implementation Issues

ParC is a parallel programming language that, hopefully, will allow programmers to get high performance
from parallel computers. It is therefor important that the programmer have some idea as to how ParC
implements its constructs and how the data structures get mapped. On the other hand, the goal of an easy
to use language implies that the programmer need not know a whole lot about the implementation nor the
underlying machine. In this section, we try to give the appropriate amount of information to meet these two
conflicting goals.

Similarly, it is important for the programmer to understand the meaning of the parallelism provided by
ParC'. The language itself gives the programmer some control over how the activities are actually executed.
Explicit details of the runtime or operating system are therefore not needed.

Mapping Activities and Data Structures

In architectures with non-uniform memory access, such as the Makbilan, it is very important that a large
part of the memory references be directed to local memory. Therefore the programmer must have some
means to coordinate the mapping of activities to processors and the mapping of data structures to memory
modules. In ParC, this is done by the scoping rules, the mapped Iparfor construct, and memory allocation
procedures.

Threaded Stack

Variables and data structures that are declared within an activity are not known to other activities, except
for descendents of the declaring activity. It is therefore reasonable to require that such variables reside in a
memory module close to the processor that runs that activity. As the variables are allocated on the activity’s
stack, this implies that the stack should be allocated in the memory module adjacent to the processor that
runs the activity. If run-time migration is used, the stack must be moved as part of the activity context. As
the stack must retain its virtual address, this means that the page tables must also be modified.

The scoping rules are implemented by the ParC precompiler, by changing the references to variables
declared in surrounding blocks to indirect references. Thus the run-time system does not have to chain
stacks to each other explicitly to create a full-fledged cactus stack, and it does not have to search the stack
to find the referenced variables [20]. Instead, direct pointers to the variables location (typically on another
activity’s stack) are available. We call the resulting structure of stacks with mutual pointers into each other
a threaded stack.

An example is given in Figure 7. The two activities in the parblock share the variable i declared before
the parblock. Each activity is transformed by the precompiler into a procedure that gets a pointer to i as its
argument. The function names and the arguments are passed as parameters to the do_parblock function. This
function is part of the run-time library. When it is called, it creates new activities on different processors.
Each activity is complete with its own call stack. An activation record for the activity’s function is constructed
on the stack, and the appropriate arguments are copied to it. The activity can then commence, and behaves
as if the function was called on a remote processor.
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original code:

main()

{
int i;
parblock

{
int x;
X =i

int y;
i=vy;

at run time:

frame
for
do_parblock

frame
for main

precompilation

&i Ccopy
f2 arguments

&i N

f1

parent activit
stack

main()

{
int i
do_parblock(f1,&i,f2,&i);

} frame for 2

activity 2 stack

X

AN
y AN

W }frame for f1

activity 1 stack

Figure 7: Implementation of the scoping rules with threaded stacks.
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Persistent Partitioned Data Structures

Dataparallel programming languages have a deficiency in specifying the control structure, i.e. which processor
computes what. Likewise, control parallelism languages, of which ParC' is an instance, are often deficient in
expressing the data distribution. In many applications, declaring local variables is not enough. Numerous
parallel algorithms call for the use of large shared data structures, which are partitioned among a set of
activities. This means that each activity “owns” part of the data structure, and that most of its computation
relates to this part. However, activities can also access parts belonging to other activities. For example, a
parallel image processing application may partition a large image into blocks. A separate activity would be
responsible for each block, but it would have access to neighboring blocks if necessary.

Another problem with local variables is that they only exist during the lifespan of the activity that
declared them. It is not possible for one set of activities to deposit data in a set of local data structures,
and for another set of activities to subsequently retrieve the data with the same locality properties. What
we need is the ability to partition data structures according to a persistent pattern.

A ParC programmer can overcome these problems by using the mapped Iparfor construct and the malloc
system call. As explained, the Iparfor construct creates no more than P activities and when using the mapped
variant, corresponding activities in distinct constructs will be mapped to the same processor. If the user
wants to create exactly one activity on each processor, the predefined global variable proc_no may be used.

A persistent, two dimensional, shared array that is partitioned across the processors, may be created as
shown in the code on the right of Figure 8. Its elements are referenced as any two dimensional array, and it
fits in well with the C notion of a vector of pointers to vectors. First, a global array of pointers is declared.
Then a set of activities is spawned by a mapped Iparfor. Each activity allocates persistent local memory using
the C malloc function; the definition of ParC guarantees that malloc use a local heap. The addresses of the
local memory blocks are assigned to the global array. Recall that although the heap is local, it is accessible
by all activities. Also note that this code works for any number of processors; the mapped construct always
performs the same mapping of activity to processor.

The implementation described here is not optimal; in fact, every array access involves a non-local access
to the global pointer array. This is easily fixed by copying the pointers to local memory. We are currently
experimenting with this and other implementations of partitioned data structures, and plan to define new
language constructs to make their use easier based on the results.

The Meaning of Parallelism

Although the ParC constructs identify activities that may run in parallel, a more precise definition is required
in order to fully define the semantics as well as giving some indication as to the performance characteristics of
the constructs. The phrase “execute in parallel” is used in many different ways, and most parallel languages
leave the exact semantics up to the implementation, obtaining an ad hoc operational definition. We feel that
the issue is far too important to be thus ignored. The ambiguities arise from the fact that the number of
physical processors in any machine is limited and the fact that in MIMD mode the processors may execute
at varying speeds. To resolve them, we must characterize the way in which ParC activities are scheduled.
Thus we define which implementations give legal operational semantics.

The problem is especially severe in a shared memory model like that assumed by ParC. Computations in
functional languages, for example, also create a tree of activities. But due to the fact that functional languages
prohibit side effects, there are no interactions between these activities. Therefore the scheduling decisions
may have some effect on performance, but do not affect the outcome of the computation. Computations
based on explicit message passing let the run-time system know when one process is waiting for another.
With shared memory, on the other hand, interactions are mediated by side effects. The run-time system
cannot know that a busy-waiting process is not doing useful work. Good programs can avoid undesired
scenarios by using synchronization mechanisms supplied by the system to regulate the interactions. But
it is also important to define what will happen if the synchronization is omitted, or implemented by the
programmer.

It is now fairly common for parallel machines to adhere to the dictates of sequential consistency in order
to facilitate our understanding of parallel programs [21]. This requirement states that the results of parallel
execution of a program are the same as the results that would be obtained had the instructions from distinct
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/* partitioned array; efficient =/
int *a[N];

mapped Iparfor ( k; 0; N—1; 1)

/* whole array declared; inefficient /
int a[N][N];

mapped lparfor ( k; 0; N—1; 1)

alk] = (int %) malloc( Nxsizeof(int) );

initialize(a[k]); initialize(a[k]);

}

?apped Iparfor (ki 0; N—1; 1)) mapped Iparfor ( k; 0; N—1; 1)
int i {
/* some use of owned array row x/
if (k ==0|] k == N-1) pcontinue;
for (i=1; i<N-1; i++) {

afk][i] = f(a[k—=1][i], a[k][i—1],
afk+1][i], a[k][i+1]):;

int i

/* some use of owned array row x/

if (k ==101 k== N-1) pcontinue;

for (i=1; i<N—-1;i++) {

alKI[il = f(alk—=1][i, a[KI[i—1],
alk+1][i], a[k][i+1]);

Figure 8: The left side of the figure illustrates the usual two dimensional array in shared memory. In the
right side the array is partitioned among the processors’ memories. This is achieved as shown in the ParC
code. Its elements are referenced as any two dimensional array and fits in well with the C notion of vector of
pointers to vectors. The mapped version of |parfor ensures that the indexed activities will always be mapped
to the same physical processor.

parallel activities been interleaved and executed in some serial ordering. So if instructions A and B execute
in parallel, the results are as if either A was executed before B or B before A.

The ideal semantics of a parallel construct would completely define the interleaving. This would lead
to a deterministic execution of shared-memory parallel programs. For example, we could require that the
interleaving emulate a priority CRCW PRAM: this is done by executing one instruction at a time from each
activity in a cycle, with the activities ordered lexicographically. Regrettably, it is not practical to require
such semantics. The overhead involved in enforcing them would by far outweigh the benefits of parallelism.

The problem is that if the interleaving is not completely defined, the program execution is indeterminate.
As a consequence, distinct executions of the same program may lead to different results, and even to different
behaviors. For example, one execution may spawn many more activities then another, or one execution may
terminate with a result while another enters an infinite loop. It is therefore impossible to specify the exact
semantics of ParC programs. In the absence of formal semantics, we make do with a specification of a set
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int x=1;
parblock
{
while (x==1) /* do nothing %/

x = 0;

Figure 9: An example of an extreme case where it is critical that the programmer understand the underlying
execution model. In a nonpreemptive system, this code might never terminate.

of rules to guide the implementation of a ParC system.

As noted above, the manner of interleaving instructions from different activities may have an effect on
program termination, in addition to the obvious effect on access to shared variables. The implementation
rules attempt to reduce the probability of adverse effects such as deadlock and non-termination. They try to
fit the intuitive understanding of what “executing in parallel” means, thus (hopefully) reducing the chance
of unpleasant surprises. We show that this is equivalent to a requirement for fairness.

Preemption of Executing Activities

Using a multiprocessor with P processors, only P activities can execute at any given time. The pool of
ready activities, however, can be expected to be larger than P. The implementation rules define when and
in what order activities join and leave the set of P currently executing activities.

There are two options for the removal of an activity from the executing set: (i) voluntary, letting it run
until it suspends, requests to be removed explicitly, or terminates, or (ii) preemptive, forcing it to relinquish
the processor after a certain time quantum. Preemption ensures a degree of fairness between the activities.
It is equivalent to a situation in which all the activities execute all the time, but use asynchronous processors.
Thus it is guaranteed that none are delayed indefinitely while others proceed. The arguments for and against
preemption are the following:

For preemption

e The user should perceive each activity as a virtual processor, and should be able to create interactions
and interdependencies between these virtual processors. An extreme example is given in the code
segment of Figure 9: Without preemption, code such as this might deadlock. Note that all the software
algorithms for mutual exclusion are like this [17].

e Correctness (e.g. termination) should not depend on the number of processors that are available, even
though performance may be effected. The user should not be forced to take this into account.

e The goal is to shift the burden from the programmer to the compiler and system. For example, the
above code segment will be efficient if gang scheduling is used [22].

e Naive programmers might expect too much from a system that guarantees that activities “run to com-
pletion”. For example, lack of preemption does not guarantee mutual exclusion in parallel systems.
Minor changes such as adding print statements for debugging might cause activities to be preempted
unexpectedly, surprising the users. Such effects lead the designers of Amoeba to comment that “prob-
ably the worst mistake in the design of Amoeba 4.0 process management mechanisms was the decision
to have threads run to completion, that is, not be preemptable” [23].

Against preemption
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int x=1:

main() int x=1;
parblock{ main()
f(&x) {
f(x);
x = 0; }

}

void f(int y)
void f(int xy) {
{ if (y<1000 )
if (xy==1) parblock {
parblock { fy+1);
f(y): $
fy+1);

f(y): }
} }

Figure 10: Examples of codes that support the use of breadth-first execution (on the left) and depth-first
execution (right). In either case, using the other execution method might lead to an explosion of activities.

e Only users knows what is going on, so they should have full control over the system. The system
should not surprise the user by suddenly preempting one task and scheduling another, because then
the user would not be able to analyze the performance of the program.

e As the model is asynchronous, the programmer must use explicit synchronization to regulate the
execution. Code without explicit synchronization need not be supported as there is no formal notion
of correctness [24].

e Preemption introduces additional overhead due to context switching, and degrades cache performance
[25].

It seems that preemption would provide a friendlier environment for the naive user, but might annoy a
seasoned parallel programmer. The implementation rules for ParC are therefore a compromise. The default
rule is that preemption be used. However, sophisticated users that want full control may override this rule
by using the yield, switch_on, and switch_off instructions described in the section on synchronization.

Activity Selection

The second question is the order in which activities join the executing set. If the number of activities exceeds
P, some activities will have to wait before they can start execution. The pool of waiting activities can be
organized as a FIFO queue or a LIFO stack. Viewing the tree of activities that are generated, this choice
will determine whether the tree is traversed in a breadth-first or a depth-first order!.

The implications of the order of execution are subtle. Consider the two code segments shown in Figure
10. The argument for breadth-first ordering is based on the code on the left. This code might deadlock
despite the use of preemption if depth-first ordering is used, because new activities are generated all the time
and they prevent the execution of the only activity that can terminate the program. Actually this scenario
will probably cause a system failure due to an infinite recursion. The argument for depth-first ordering is

INote that this is an abuse of terminology, as P branches of the tree are traversed in parallel in any case.
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also based on problems in dealing with deep recursion. For example, the code on the right would require
21000 sctivities to be started if it is done breadth first, but only a thousand if it is done depth first. Hence
in this case it is breadth-first that will probably lead to system failure.

While both of these examples lead to the same effect (the generation of huge numbers of activities), there
is a difference. The code on the right is looking for trouble by explicitly asking for the creation of 2199
activities; using depth-first is a system optimization that might get it out of trouble despite itself. The code
on the left, on the other hand, is perfectly reasonable if we use a natural extension to the notion of fairness
that motivates the use of preemption. The extension requires that fairness be maintained not only between
independent activities, but also between branches in the tree of activities. In other words, an activity is
charged not only for its own execution but also for the execution of its descendents. When a certain activity
and its descendents execute for too long, the whole branch is preempted, giving other branches a chance to
execute. Therefore the breadth-first approach is advocated for ParC.

Note that fairness is advocated as a practical matter, not a theoretical issue. We extend the work done
on fairness in nondeterministic systems, such as CSP, and claim that it is important also for indeterministic
systems?. Regrettably, even with fairness it is impossible to define the semantics of an indeterministic
shared-memory program. However, in many cases fairness will improve program behavior and ease the task
of parallel programming.

Experience with ParC

ParC has been in use for several years at Hebrew University and has served as the vehicle for the annual
course on parallel algorithms. In this section, we review this experience, and the strengths and weaknesses
of the language.

ParC has lived up to its charter of providing a platform for undergraduate students to gain experience
with parallel programming. The parallel algorithms course has successfully trained both graduate and
undergraduate computer science students. The main exercises in parallel programming usually could be
accomplished by identifying the most intensive inner loops of an application and replace the for loop with
the parfor construct. While this simple modification rarely leads to significant speedups, it reveals the
challenges of parallel processing. One is immediately faced with the problem of collecting the partial results
of each iteration. The faa primitive makes this task easier. For example, the conjugate gradient method has
been programmed and achieved a speedup between 3 and 5 using 8 processors using this simple method.
The large variance in speedup is due to the sparsity of the input matrix and to the different convergence
speeds from the parallel and sequential versions.

Two detailed examples

ParC is both simple enough to quickly get a working program with reasonable performance and rich enough
to allow a knowledgeable programmer to squeeze out additional performance. The following examples show
how performance-enhancing transformations may be applied to a parallel program. The main idea is to start
with a simple parallelization, and then to refine it to get better performance. In the first example the simple
parallelization possible with ParC gives good performance to begin with, and extensive additional opti-
mizations accrue only limited benefits. In the second example the simple parallelization is not enough, and
additional work is needed to improve memory locality. In both cases, it is easy to express the optimizations
using features of ParC.
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int A[N], j;
for (j=lg(N)-1; j>=0; j—-) {
parfor (i; 0; 2%%j—1; 1)
add( &A[i], A[i+2xxj] );

Figure 11: A simple ways to sum N numbers in ParC. The final sum is contained in A[0]. Since the iterates
are independent, an |parfor construct should be used.

int A[N];
parfor (i; 0; N/2—1; 1) {
int j; /* private due to scoping rules x/
for (j=Ig(N)—1;j>=0:j——) {
if (i>=2%%]) pcontinug; /* terminate top half */
add( &A[i], Ali+2xxj] );
sync; /* explicit barrier each iteration x/
}
}

Figure 12: An optimization to avoid the explicit generation and termination of activities during each of the
lg(N) iterations. But many systems are unable to maintain a large number of waiting activities.

Vector Summation Example

Consider the calculation of the sum of the elements of an array. For simplicity, assume that both the size
of the array N, and the number of processors P, are powers of two®. The basic parallel algorithm is to
sum element pairs, then pairs of pairs, and so on, resulting in a tree structure. It is easier to express this
algorithm if the pairs are not taken as adjacent elements, but rather as elements that are half an array apart.
The code presented in Figure 11 is a ParC version of this procedure (with relaxed notation, e.g. use of 2xxj
for exponentiation).

This formulation is convenient in that it includes an implicit synchronization at the end of each iteration,
because a new parfor is spawned for each one. But this costs the overhead associated with the parfor, which
is much higher than the overhead of synchronization alone. An Iparfor construct can be used to reduce this
overhead.

Another potential transformation is to avoid the creation and termination of the activities in each itera-
tion. This is achieved by reorganizing the code and putting the sequential for loop inside the parfor, adding
an explicit synchronization at the end of each iteration. This version is shown in Figure 12. Note that now
an Iparfor cannot be used, because the sync introduces a dependency between the activities.

The number of activities is halved in each iteration and the sync instruction “knows” the number of
participating activities. However, in many cases the array is much larger than the number of processors and
S0, since an Iparfor construct cannot be used, it is then advisable to chunk the computation by hand. This
is done by spawning only P activities and have each one take care of a number of values. Indeed, for large
values, the code in Figure 12 could not execute on the Makbilan as there were too many activities for the
system to maintain.

The code in Figure 13 implements the “chunking” optimization. The original Ig(N) iterations are now

2Nondeterminism occurs when a certain language construct allows an arbitrary choice between a number of options. Such
constructs exist in several message passing languages, e.g. the select statement in Ada and the ALT construct in Occam.
Indeterminism is when the choices are not explicit, and the program behavior can change at any moment due to differences in
the execution rates of different processes. This may happen in shared memory programs that do not synchronize accesses to
shared variables.

3 ParC provides the number of processors in a variable named proc_no. We use P here for short.
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int A[N], P=proc_no; /* the number of actual processors x/
parfor (1i; 0; N/2—1; N/2P ) {
int j, k, cnk=N/2P; /* private due to scoping rules x/

for (j=lg(N)—1; j>=0; ) {
if ((j<lg(P)) && (i>=2xxj))

pcontinue; /* terminate top half in last lg(P) iterations %/
for (k=i; k<i+cnk; k++) /* loop on private chunk %/
add( &A[K], Alk+2xxj] );
if (j>1g(P)){ /* shift to lower part of the array in first phase x/
i =i/2;
cnk = cnk/2;
}
sync; /* explicit barrier each iteration x/

}
}

Figure 13: The final hand-optimized code. It does slightly better than the first Iparfor version.

Time (Speedup)

Number of PEs 1 2 4 8 16
Sequential 2620(1
Sum1 (parfor) | 6380(0
Suml (Iparfor) | 2660(0.
Sum3 2635(0

0)

1)| 3315(0.79) | 1885(1.39) | 950(2.76) | 485( 5.40)
8)| 1360(1.92) | 865(3.03) | 440(5.95) | 235(11.15)
9) | 1340(1.96) | 845(3.10) | 425(6.16) | 220(11.91)

Table 1: The result of adding together 4096 numbers (with an expensive add operation to compensate for
the memory conflicts). The first line is the time using a simple for loop. The two lines labeled “Sum1” are
from the code in Figure 11, and “Sum3” is from the code in Figure 13.

split into two phases. In the first Ig(N)—Ig(P) iterations, there are more activities than array elements.
Each activity then loops on the array elements that are assigned to it (this is the loop with index k). The
assignment changes from one iteration to the next, as the partial sums are created in the lower half of the
array. In the final Ig(P) iterations, the number of activities is halved with each iteration, and the assignment
does not change any more, as it was in the previous example.

We implemented these four variants on the Makbilan parallel machine. In order to compensate for the
problems with memory contention, we increased the complexity of the addition operation (a dummy loop of
500 iterations was the overhead per each call to the add routine). The experiments consisted of summing
together 4096 numbers. The second version could not run because of the large number of activities that had
to be maintained. The results are shown in Table 1. We see that the simplest parfor version was indeed rather
slow, but the Iparfor version came quite close to the sequential time for 1 processor and with 16 processors
got a speedup of more than 11 times the best sequential time (2620/235). The hand optimized version with
chunking only did slightly better than that, indicating that using Iparfor can save significant amount of work.

A Matrix Multiplication Example

As another example, consider matrix multiplication where the arrays are partitioned between the local
memories of the processors. Using the mapped version of Iparfor, a number of arrays may be manipulated in
parallel.
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int xxA, *xB, *xC;
void init()
{
A = (int %) malloc(N); B = (int xx) malloc(N); C = (int %*) malloc(N);
mapped Iparfor (i; 0; N—1; 1) {
int j;
A[i]Jz (int %) malloc(N); B[i] = (int *) malloc(N); C[i] = (int %) malloc(N);
for (j=0; j<N; j++) {
A[i]li] = init-A(i.]); B[] = init-B(j.i);

Figure 14: Initialization of three partitioned arrays for the matrix multiplication example.

mapped lparfor (i; 0; P—1; 1)

{
int j, k, t, sum, xa, b, xb_rem, xc;
int bot, top;
mapped Iparfor (i; 0; N—1; 1) bot = ixN /P:
. top = bot+N/P;
int k, t, sum, *a, xb, *c; b = (int %) mélloc(N);
a = Al for (k=bot; k!=(bot—1)%N; k=(k-+1)%N) {
¢ = C[i b_rem = B[k];
for (k=0; k<N; k++) { for (j=0; j<N; j++)
b = BIKk]; b[j] = b-rem[j];
sum = 0; for (j=bot; j<top; j++) {
for (t=0; t<N; t++) a = A[:
sum += aft] * b[t]; c = C[];
c[k] = sum; sum = 0;
} for (t=0; t<N; t++)
} sum += aft] * bJt];
c[k] = sum;
}
}
}

Figure 15: Two versions of matrix multiplication. The first assumes nothing about the machine, using the
mapped Iparfor construct. The second knows that it is better to exploit and reuse local memory. It allocates
just one activity per physical processor, and copies each column of B to local memory before using it.
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Time (Speedup)

Number of PEs 1 2 4 8 16
MM (Iparfor N) | 32740(1.00) | 20580(1.59) | 14045(2.33) | 8080(4.05) | 8175( 4.00)
MM (Iparfor P) | 31990(1.00) | 16210(1.97) | 10215(3.13) | 5075(6.30) | 2570(12.45)

Table 2: The result of matrix multiplication with partitioned arrays. The first row shows the behavior of
the simple coded version (left side of Figure 15). Improved performance can be attained through better use
of local memory and attempts to avoid memory conflicts (right side of Figure 15). Note that the speedups
are relative to the execution on a single PE, not relative to a separate sequential version.

Figure 14 shows how the partitioned arrays are allocated. Note that the mapped Iparfor construct ensures
that partition 4 will be local to activity with index ¢. Matrices A and C are stored in row-major, and each
partition is interpreted as a band of rows. Matrix B is stored in column major.

We present two versions of the body of the matrix multiplication code. The first assumes nothing about
the machine, using the mapped Iparfor construct. The results (first row of Table 2) show some improvement
in run time as the number of processors increases, but it levels of at a speedup of 4 for 8 PEs and then
starts to degrade. The reason is that while all accesses to A and C are local, accesses to B are almost always
remote.

The second version exploits and reuses local memory by allocating just one activity per real processor
(the initialization must be similarly modified, but is not shown). Then, each column of the array B is copied
from shared memory to a local array. It is then used for the entire slice of the array A that is local. Note
that the code is parametrized by P, the real number of physical processors, and thus adjusts to the available
parallelism. Significant improvements result, as seen from the second row of Table 2; a speedup of almost
12.5 for 16 processors.

Other Applications

Students have also gotten significant speedups on more complex applications, e.g. a speedup of 10.9 using
16 processors for an FFT application. Here again, the implementation was fairly simpleminded: a butterfly
network was simulated in shared memory and an activity was created for each of the nodes in the network.
Message passing between the nodes was done in shared memory with flags used to indicate the presence of
data.

As expected, sorting programs were popular among students. One interesting variant on sorting tried to
avoid the bottlenecks on the shared bus of the Makbilan. The ParC program limited its parallelism to the
parallelism inherent in the system, i.e. the number of processors. Each processor radix sorted its assigned
data and then only a few were allowed to distribute their buckets to the other processors. In the mean time,
the other processors continued radix sorting with their buckets, so that the data transferred would be more
sorted. Surprisingly, this method was not noticeably better than allowing all the processors access to the
bus. This is due to the fact that the local work is so large.

Another interesting application parallelized the usual fractal demonstration program. Several different
methods were tried. Initially, each process generated its own strip. But due to the differing amounts of work,
load balancing was added to the program. Each process calculated its rate of progress and compared it to
the global average. If it was too slow, it split its remaining work and placed part of it in a global workpile.
When a process was finished with its work, it would take extra work from the global workpile. This scheme
was compared to the automatic balancing within the ParC runtime system by simply spawning off a new
activity with the extra work. Because of context switching overheads, it turned out to be better to do the
load balancing within the program. ParC made it very easy to explore these alternatives.

Most students finished when they had working, (mostly) correct implementations. A few continued to
investigate improvements. These improvements mostly were in exploiting memory locality, programming load
balancing, and avoiding excessive process creation and termination. Finally, since the course was attended
by computer science students, there was a stronger desire to develop programming and environmental tools
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for parallel programming rather than to run applications themselves. Computer scientists rarely care about
the result of a program — the program execution holds more interest than its output. As a consequence,
there were debuggers, visualizers, runtime systems, and automatic load balancing systems developed within
the ParC environment.

Alas, debugging ParC programs was not an easy task, although we believe that there are features that
make it easier to debug ParC programs than parallel programming languages based on message passing.
Many ParC programs can be easily serialized: simply replace the parfor statement with a for statement.
Most of the bugs have been simple ones, but were hard to track down because students suspected subtle
timing bugs or strange parallel execution possibilities, overlooking the simple possible causes. For the most
part, the common ParC bugs have to do with confusion between what is local and what is global — e.g.
having a for loop with a global index variable inside a parallel construct.

Comparison With Other Languages

There are many parallel machines in existence and various ways of programming them. Many parallel
languages do not use an imperative style; rather, the parallelism is implicit in the way the computation is
carried out, as in functional and logic languages [26, 27], or else is is left as a challenge for the compiler
[28]. As ParC is an imperative language with explicit control parallelism, we will only compare it with other
languages of the same type.

In a nutshell, ParC may be characterized as a language providing a shared-memory, MIMD, asynchronous
model of computation, with dynamic spawning of parallel activities, and hierarchical scoping rules that
provide a sense of locality. We know of no other language with all these features. The following paragraphs
list various parallel languages and point out the differences between them and ParC.

Programming Model

Most of the imperative parallel languages are designed for distributed architectures rather than for shared
memory machines [1]. The Occam [29], Ada [30], Joyce [31], Concurrent C [32], and Cosmic C [33] languages,
for example, provide facilities for synchronous or asynchronous message passing between parallel processes.
This allows for efficient implementations on both shared-memory and message-passing architectures. How-
ever, programs written in these languages cannot utilize the full possibilities afforded by shared-memory
architectures, because they do not allow shared variables.

Languages like Linda [34] or Swarm [35] provide a shared data space, which is like ParC, but they
lack scoping and a sense of locality. This is partly due to the fact that these languages support a content-
addressable associative memory, rather than a traditional location-addressable shared memory as in ParC.
Split-C is another language that supports a non-traditional shared memory model [36, 37]. Access to the
shared address space is mediated by active messages, and specifically asynchronous “put” and “get” of
memory blocks to and from other PEs. The accessing PE can then check (of busy wait) on a local flag to
see when the put or get completes. Hence assignment from a remote location is a split-phase operation.

The pC language uses the Mach task/thread model: threads in the same task share a flat address
space, but cannot access the address spaces of other tasks [38]. This gives a two-tier memory. Concurrent
C allows users to use the available shared memory on uniprocessor and shared-memory multiprocessor
implementations, for fear that users would refuse to use the system if this was prohibited [39]. No language
support such as scoping is given, and worse, implementations that lack shared memory (e.g. LAN-based)
cannot execute programs that rely on this feature.

In fact, languages designed explicitly for shared memory MIMD machines seem to be rather scarce. Many
installations use simple thread packages, that allow multiple threads that share the whole address space.
On the other hand, there do exist a number of SIMD languages that effectively allow data sharing through
pointers or array indexes [40, 41, 42, 43]. The main limitation in these languages is that all the parallel
computations are identical, and must proceed in lockstep. This is relaxed in some recent languages such as
HPF [44], where the computations are only loosely synchronous.

Finally, some parallel languages are tailored very closely to a specific architecture. This is especially
typical in languages designed for vector machines, where the desire is usually for high vector performance.
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This implies very simple and regular structures that fit the machine’s vector registers. Clarity, portability,
and ease of programming are sacrificed [45, 46]. While this can result in efficient code for loops, it is not a
general approach, and specifically does not support the parallelism of divide-and-conquer algorithms.

Expressing the Sharing Patterns

As noted above, some parallel languages for the shared memory model allow all activities to access the full
address space. Therefore there are no means to define sharing patterns. Examples include HPF [44] and
other dataparallel languages, and well as the Linda Tuple Space [47, 34].

Some partitioning of the address space is provided by the two-level task/thread scheme used in pC [38].
All threads created within the context of the same task share that task’s address space. However they
cannot access the address spaces of other tasks. In addition, accessibility is not necessarily correlated with
locality. Split-C exposes the locality by providing special operations (put and get) to access remote memory
[36, 37]. A number of systems go a step further and introduce special annotations that tag variables as
private or shared [48, 49]. This is useful as an indication of where the variable should be stored in a NUMA
architecture. For example, on the Cedar system the degree of sharing dictates whether a variable is stored
in a cluster memory or in the global memory [50, 51].

An alternative approach is to initially allow all variables to be shared, but during execution to limit
the access to certain activities as needed. Obviously this is practiced wherever mutual exclusion is used,
but here we are talking of having special constructs for it in the language. One example is the use of
check-in/check-out operations [52]. Another example is the “with” construct in Jade [53, 54].

Scoping rules like those used in ParC were proposed for programming the NYU Ultracomputer [55].

Expressing the Parallelism

It is often desirable that parallel programs should express the parallelism inherent in the algorithm and
not what is physically available, to allow efficient implementations on different architectures [59]. Therefore
languages should be capable of expressing massive parallelism. This can be done by parallel loop constructs
and recursion. Surprisingly, many parallel languages place various limitations on the spawning of parallel
activities. Occam does not allow recursion, making it practically impossible to code divide-and-conquer
algorithms [29]. Those languages that do have a parallel loop construct do not use it to define scoping
boundaries. For example, Occam provides closed parallel constructs that are similar to those of ParC, but
it does not support shared variables. Fortrans with a parallel-do construct typically assume that there are
no interactions between iterations (like ParC’s Iparfor) [45].

Some languages have low-level unstructured support for parallelism. Dijkstra has observed that closed
parallel constructs (such as those provided by ParC) promote a structured style, just like the closed control
structures advocated for sequential languages [17]. While this idea has caught on in sequential languages,
and the use of goto has all but disappeared, most parallel languages still supply fork and join primitives
instead of closed constructs; examples include Ada [30] and Concurrent C [32]. In many cases, such as
the C-threads package [56] and MPC [14], the support for parallelism is limited to a direct interface to the
run-time system.

Many other systems have no direct support for expressing parallelism within the language — they assume
a copy of the program is executed on each processor (the SPMD paradigm) [57]. For example, this is the
case in Concurrent Pascal [58] and in Split-C [36, 37], where it is required because the use of active messages
depends on the fact that all nodes have the same memory image.

Two systems that provide capabilities somewhat similar to those of ParC are pC and the split-join model.
pC has a parfor construct with exactly the same syntax as the C for loop, which is more general that the
parfor in ParC. The price is that the implementation must first execute the control sequentially to figure out
how many iterations there are, and then spawns the threads [38]. The split-join model takes the opposite
approach. Rather than using parallel constructs to create more activities, such constructs are used to split
the existing activities into groups that will work on different tasks [60]. The total number of activities is
constant and limited to the number of processors. When the tasks are finished the groups re-join to create
the original larger group.
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ParC is unique in the way it deals with shared memory, and integrates scoping, synchronization, and
forced termination with the block structure that is used to express the parallelism. Note that the ParC
constructs are part of the block structure of the language, just like serial loops or conditionals. Thus each
activity is just a block of code (a compound statement), as opposed to languages in which parallelism is
created by defining processes or modules (e.g. Ada [30] and Joyce [31]). Thus ParC is suitable for the
expression of very fine-grain parallelism. Of course, activities may also be quite large and may call functions.

Expressing synchronization

Synchronization mechanisms in shared memory environments typically fall into two categories. One is mech-
anisms associated with specific access to a specific shared data structure, in order to guarantee consistency.
Examples include all the various mechanisms to ensure mutual exclusion, such as semaphores [17], monitors
[58], locks [61, 62], check-in/check-out [52, 63], and with [53, 54]. The other category is mechanisms used to
delimit program phases, once it is known that there are no data races within each phase. Examples include
the barrier synchronization [18, 64], rendezvous [30, 65], and join [66].

Another classification distinguishes among synchronization mechanisms according to their effect on the
activity that uses them. Specifically, there is a dichotomy between those mechanisms that cause the activity
to block, and those that allow the activity to just probe the synchronization condition. If the condition is not
met, the activity can then proceed with some other work. Many blocking mechanisms were imported from
concurrent languages that were designed to ease the programming of multitasking uniprocessor systems
[67, 14]. In such systems blocking is the only reasonable alternative. Recently there is much interest in
wait-free primitives, which are more suitable to truly parallel systems [68]. Examples include various read-
modify-write instructions such as test-and-set [69], fetch-and-add [15], and compare-and-swap [70].

ParC provides a repertoire of low level primitives, that cover different synchronization behaviors, both
blocking (semaphores and barrier) and wait-free (fetch-and-add). High-level primitives may be added if
programming experience indicates that certain constructs are especially useful.

Conclusions

ParC is a promising C language extension for coding shared memory parallel algorithms. Unlike various
macro packages that just provide access to lightweight processes supported by the system, ParC integrates
the parallelism into the block structure of the language. This results in a natural pattern of shared and
private variables, based on the conventional scoping rules of C, and also allows for high-level instructions to
terminate whole branches of a parallel program and to synchronize a set of activities. To summarize, the
salient features of ParC are:

e Closed parallel constructs that can be freely nested.

e Control over allocation and mapping of activities that does not involve detailed knowledge of the
underlying architecture.

e No explicit declarations of shared variables — variables are shared when parallel activities can see
them.

e High level primitive for activity and group termination.
e Ability to exploit distributed, shared, NUMA memory of many MIMD machines.

The ideal semantics for a ParC' program are that all the activities actually execute in parallel on distinct
processors. However, the number of activities in a program may surpass the number of physical processors
that are available. When some activities are blocked from execution, deadlock may ensue if there are
interdependencies between executing and blocked activities. We advocate the use of preemption and breadth-
first execution of the activity tree to provide a degree of fairness that would avoid such situations.

The basic features of ParC were first defined in 1985, and a simulator that provides support for them
has been in use since 1986 (for historical reasons, the actual syntax of ParC as recognized by the original
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compiler is marginally different from that described here). This system includes a capacity to link libraries
and C code, a graphical debugger, execution control, and exact time measurements. A run time system that
supports all the ParC features described in this paper on the Makbilan research multiprocessor has been
operational since 1991. It is being used for research on runtime systems and as a programming platform for
parallel algorithms classes.
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