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Preface

This year’s edition of ALA is the second after the merger of the ALAMAS and ALAg workshops. In 2008 this joint workshop was organized for the first time under the flag of ALAMAS & ALAg. ALAMAS was a yearly returning European workshop on Adaptive and Learning Agents and Multi-Agent Systems (held eight times). ALAg was the international workshop on Adaptive and Learning agents, usually held at AAMAS. To increase the strength, visibility, and quality of the workshops, both were merged into the ALA workshop, with a steering committee as a backbone for the organization. We are very happy to present you the proceedings of this special edition of the ALA workshop.

As agent-based systems grow larger and more complex, there is a compelling need for agents to learn and adapt to their dynamic environments. Indeed, how to best adaptively control, coordinate, and optimize adaptive multiagent systems is an extremely exciting multi-disciplinary research area. Such systems are often deployed in real-world situations with stochastic environments where agents have limited perception and communication capabilities. Furthermore, in many number of distributed domains without centralized control, different agents will have different behaviors, capabilities, learning strategies, etc. There is a pressing need to better understand and control the behavior of multiple learners and their emergent dynamics. This workshop series intends to explore all agent learning approaches, with particular emphasis on agent settings where the scale and complexity of the environment require novel learning techniques.

The goal of this workshop is to bring together not only scientists from different areas of computer science, such as agent architectures, reinforcement learning, and evolutionary algorithms but also from different fields studying similar concepts like game theory, bio-inspired control, and mechanism design.

We thank all authors who responded to our call-for-papers with interesting contributions. We look forward to a lively workshop with informative discussions and constructive exchange of ideas. We are thankful to the members of the program committee for the quality and sincerity of their efforts and service. We would like to thank all the members of the steering committee to make this workshop possible and support it with good advice. We also thank the AAMAS conference for providing us a platform for holding this event.
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ABSTRACT

Multi-robot systems researchers have been investigating adaptive coordination methods for improving spatial coordination in teams. Such methods adapt the coordination method to the dynamic changes in density of the robots. Unfortunately, while their empirical success is evident, none of these methods has been understood in the context of existing formal work on multi-robot learning. This paper presents a reinforcement-learning approach to coordination algorithm selection, which is not only shown to work well in experiments, but is also analytically grounded. We present a reward function (Effectiveness Index, EI), that reduces time and resources spent coordinating, and maximizes the time between conflicts that require coordination. It does this by measuring the resource-spending velocity. We empirically show its success in several domains, including robots in virtual worlds, simulated robots, and physical AIBO robots executing foraging. In addition, we analytically explore the reasons that EI works well. We show that under some assumptions, spatial coordination opportunities can be modeled as matrix games in which the payoffs are directly a function of EI estimates. The use of reinforcement learning leads to robots maximizing their EI rewards in equilibrium. This work is a step towards bridging the gap between the theoretical study of interactions, and their use in multi-robot coordination.

1. INTRODUCTION

Multi-robot systems researchers have been investigating coordination methods for improving spatial coordination in teams [9, 18, 17]. Such methods attempt to resolve spatial conflicts between team-members, e.g., by dynamic setting of right-of-way priorities [20, 24], territorial separation [19, 7, 12], or role-based priorities [15]. It is accepted that no one method is always best [8, 6, 17], and that all methods reach a point where adding robots to the group (i.e., increasing the density of the robots in space) reduces overall productivity [19, 18].

There is thus growing interest in adaptive coordination approaches, which adapt the coordination method to the dynamic changes in density. Zuluaga and Vaughan adjust the right-away priorities based on the amount of local effort (or investment) by team-members [24]. Toledo and Jennings [6] propose an algorithm-selection approach, based on reinforcement learning, where fixed coordination methods are switched to accommodate dynamic changes to the environment. More recently, Rosenfeld et al. [17] advocated allowing each robot to individually switch coordination methods to reduce its own estimated resource costs. In general, all of these adaptive coordination methods have demonstrated much success in multiple domains of interest. Unfortunately, while their empirical success is evident, none of these methods have ever been analytically proven to work, nor understood in the context of existing formal work on multi-robot learning and adaptation. As a result, their optimality and the appropriate conditions for their use remain open questions. Put simply, they pose a puzzle: These are methods that work well in practice—both in simulations and with real robots—but the reasons for their success remain elusive.

This paper presents a reinforcement-learning approach to coordination algorithm selection, which is not only shown to work well in experiments, but also explored analytically. The reward function used as the basis for the learning is called Effectiveness Index (EI). The key idea in EI is to reduce time and resources spent coordinating, and maximize the time between conflicts that require coordination. It does this by measuring the resource-spending velocity (the resource “burn rate”). The use of reinforcement learning minimizes this velocity. One nice feature of EI is that it does not require any knowledge of the task involved, and is thus domain-independent. We empirically and analytically evaluate the use of EI. We empirically show that EI succeeds in improving multi-robot coordination in several domains, including robots in virtual worlds, simulated robots, and physical AIBO robots executing foraging. In addition, we analytically explore the reasons and assumptions underlying this success. We formalize the experiment domains as extensive-form games. We show that under some assumptions, these games can be modeled as matrix games in which the payoffs to the robots are unknown, but are directly a function of EI estimates. The use of reinforcement learning leads to robots maximizing their EI rewards in equilibrium. We believe that this work represents a step towards bridging the gap between the theoretical study of interactions (via game theory), and their use to explain and inform multi-robot coordination.

2. RELATED WORK

Most closely related to our work is earlier work on adaptation based on coordination effort. Rosenfeld et al. [17], presented a method that adapts the selection of coordination methods by multi-robot teams, to the dynamic settings in which team-members find themselves. The method relies on measuring the resources expended on coordination, using a measure called Combined Coordination Cost (CCC); however, it ignores the gains accumulated from long periods of no coordination needs, in contrast to our work. Similarly to our work, the adaptation is stateless, i.e., has no mapping
from world state to actions/methods. Instead, the CCC is estimated at any given point, and once it passes pre-learned (learned offline) thresholds, it causes dynamic re-selection of the coordination methods by each individual robot, attempting to minimize the CCC. In contrast, all our learning and adaption is done on-line.

Vaughan et al. [20] presented a method called *aggression* for reducing interference in distributed robot teams. When robots come too close to each other, each of the robots demonstrate its own level of aggression such that the robot with the highest level becomes the winner, while the loser concedes its place. Later, Zulnaida and Vaughan [24] have shown that choosing aggression level proportional to the robot’s task investment can produce better overall system performance compared to aggression chosen at random. This result is compatible with our findings. However, Effectiveness Index relies solely on task-independent resource measures.

Excelente-Toledo and Jennings [6] propose a mechanism for selecting between coordination methods, based on their effectiveness and importance. They define a number of general characteristics of coordination methods, including the conditions (and cost for achieving them) for the application of each method, the cost of the algorithm, and their likelihood of success. Each of these characteristics manually receives a qualitative grade (high, medium, low), during an offline evaluation period. During run-time, the cost of each coordination method (with the additional cost of achieving its application conditions), and the likelihood of success are used as the basis for selection. Similarly to this work, we utilize the concepts of method costs and success, though the process is automated, and measures these factors quantitatively on-line. Reinforcement learning is used as the basis for coordination method selection.

Most investigations of reinforcement learning in multi-robot settings have focused on improving the learning mechanisms (e.g., modifying the basic Q-learning algorithm), and utilized task-specific reward functions. We briefly discuss these below. Two recent surveys are provided in [23, 10].

Mataric [14] discusses several techniques for using rewards in multi-robot Q-learning: A local performance-based reward, a global performance-based reward, and a heuristic strategy referred to as shaped reinforcement; it combines rewards based on local rewards, performance-based reward, and a heuristic strategy referred to as wonderful life. Balch [3] reports on using reinforcement learning in individual robot behavior selection. The rewards for the selection were carefully selected for each domain and application, in contrast to our work. In contrast to these investigations, we explore a domain-independent reward function, based on minimizing resource use, and use them in selecting between coordination methods, rather than task behaviors.

Wolpert et al. [22, 21] developed the COIN reinforcement-learning framework. Each agent’s reward function is based on wonderful life utility, the difference between the group utility with the agent, and without it. Later work by Agogino and Tumer further extended this approach [1]. Similarly to these our study focuses on the reward function, rather than the learning algorithm; and similarly, we focus on functions that are aligned with global group utility. However, our work differs in several ways. First, we distinguish utility due to coordination, from utility due to task execution. Second, our reward function distinguishes also the time spent coordinating and time spent executing the task.

### 3. LIMITING RESOURCE SPENDING

We first cast the problem of selecting coordination algorithms as a reinforcement learning problem (Section 3.1). We then introduce the effective index (EI) reward function in Section 3.2.

#### 3.1 Coordination Algorithm Selection

Multilateral coordination prevents and resolves conflicts among robots in a multi-robot system (MRS). Such conflicts can emerge as results for shared resource (e.g., space), or as a result of violation of joint decisions by team-members. Many coordination algorithms (protocols) have been proposed and explored by MRS researchers [7, 15, 19, 20]. Not one method is good for all cases and group sizes [17]. However, deciding on a coordination method for use is not a trivial task, as the effectiveness of coordination methods in a given context is not known in advance.

We focus here on loosely-coupled application scenarios where coordination is triggered by conflict situations, identified through some mechanism (we assume that such a mechanism exists, though it may differ between domains; most researchers simply use a pending collision as a trigger). Thus the normal routine of a robot’s operation is to carry out its primary task, until it is interrupted by an occurring or potentially-occurring conflict with another robot, which must be resolved by a coordination algorithm. Each such interruption is called a *conflict event*. The event triggers a coordination algorithm to handle the conflict. Once it successfully finishes, the robots involved go back to their primary task. Such multi-robot scenarios include foraging, search and exploration, and deliveries.

Let $A = \{1, \ldots, N\}$ be a group of $N$ robots, cooperating on a group task that started at time 0 (arbitrarily) lasts up-to time $T$ ($A$ starts working and stops working on the task together). We denote by $T = [c_{i,j}], 0 \leq j \leq K$, the set of conflict events for robot $i$, where $c_{i,j}$ marks the time of the beginning of each conflict.

The time between the beginning of a conflict event $j$, and up until the next event, the interval $I_{i,j} = [c_{i,j}, c_{i,j+1})$, can be broken into two conceptual periods: The *active interval* $I^{a}_{i,j} = [c_{i,j}, t_{i,j})$ (for some $c_{i,j} < t_{i,j} < c_{i,j+1}$) in which the robot was actively investing resources in coordination, and the *passive interval* $I^{p}_{i,j} = [t_{i,j}, c_{i,j+1})$ in which the robot no longer requires investing in coordination; from its perspective the conflict event has been successfully handled, and it is back to carrying out its task. By definition $I_{i,j} = I^{a}_{i,j} + I^{p}_{i,j}$. We define the total active time as $I^{a} = \sum_{j} I^{a}_{i,j}$ and the total passive time as $I^{p} = \sum_{j} I^{p}_{i,j}$.

Our research focuses on a case where the robot has a nonempty set $M$ of coordination algorithms to select from. The choice of a specific coordination method $\alpha \in M$ for a given conflict event $c_{i,j}$ may effect the active and passive intervals $I^{a}_{i,j}, I^{p}_{i,j}$ (and possibly, other conflicts; see next section). To denote this dependency we use $I^{a}_{i,j}(\alpha), I^{p}_{i,j}(\alpha)$ as active and passive intervals (respectively), due to using coordination method $\alpha$. Figure 1 illustrates this notation.

![Figure 1: Illustration of task time-line, from the robots’ perspective](image)

**Figure 1**: Illustration of task time-line, from the robots’ perspective. Task execution is occasionally interrupted by the requirement to spend resources on coordination.

We define the problem of coordination algorithm selection in terms of reinforcement learning. We assume each robot tries to maximize its own reward by selecting a coordination method $\alpha$. Typically, reward functions are given, and indeed most previous work focuses on learning algorithms that use the reward functions as efficiently as possible. Instead, we assume a very basic learning algorithm (a simple Q-Learning variant), and instead focus on defining a reward function (see below).
3.2  Effectiveness Index

We call the proposed general reward for coordination **Effectiveness Index** (EI). Its domain independence is based on its using three intrinsic (rather than extrinsic) factors in its computation; these factors depend only on internal computation or measurement, rather than environment responses.

3.2.1  The cost of coordinating. The first factor we consider is the cost of internal resources (other than time) used by the chosen method. This is especially important in physical robots, where battery life and power are a concern. We argue that such internal resource usage is directly measurable. For instance, energy consumption during coordinated movement (e.g., when getting out of a possible collision) or communications (when communicating to avoid a collision) is directly measurable in robots, by accessing the battery device before and after using the coordination algorithm.

- First, some resource usage is directly measurable. For instance, energy consumption during coordinated movement (e.g., when getting out of a possible collision) or communications (when communicating to avoid a collision) is directly measurable in robots, by accessing the battery device before and after using the coordination algorithm.

- Second, resource usage may sometimes be analytically computed. For instance, given a basic resource cost of a unit of transmission, the cost of using a specific protocol may be analytically computed (as it is tied directly to its communication complexity in bits).

- Finally, the most general way is in using of a resources manager with capability to monitor resource usage by components of the robot system. The description of such a manager is beyond the scope of this work, though we note in passing that such managers exist already for general operating systems.

We denote by \( C^{C}_{i,j} \) the total cost of coordination, of robot \( i \). It can be broken into the costs spent on resolving all conflicts \( C^{C}_{i,j} = \sum_{\alpha} C^{C}_{i,j} \). \( C^{C}_{i,j} \) is similar to other measures suggested previously, but excludes the cost of time and resources spent before the conflict (unlike [17]), and is limited to only considering individual intrinsic resources (unlike [24]).

Let us use a cost function \( cost_{i}(\alpha, t) \) to represent the costs due to using coordination method \( \alpha \in M \) at any time \( t \) during the lifetime of the robot. The function is not necessarily known to us a-priori (and indeed, in this research, is not).

Using the function \( cost_{i}(\alpha, t) \) we define the \( C^{C}_{i,j} \) of a particular event of robot \( i \) at time \( c_{i,j} \):

\[
C^{C}_{i,j}(\alpha) = \int_{t_{i,j}}^{t_{i,j}+1} cost_{i}(\alpha, t) \, dt + \int_{t_{i,j}}^{t_{i,j}+1} cost_{i}(\alpha, t) \, dt
\]

\( C^{C}_{i,j} \) is defined as the cost of applying the coordination algorithm during the active interval \([t_{i,j}, t_{i,j}+1] \) and the passive interval \([t_{i,j}, t_{i,j}+1] \). However, the coordination costs during the passive interval are zero by definition.

3.2.2  The time spent coordinating. The main goal of a coordination algorithm is to reach a (joint) decision that allows all involved robots to continue their primary activity. Therefore, the sooner the robot returns to its main task, the less time is spent on coordination, and likely, the robot can finish its task more quickly. Thus, smaller \( I^{a} \) is better. Note that this is true regardless of the use of other resources (which are measured by \( C^{C}_{i,j} \)). Even if somehow other resources were free, effective coordination would minimize conflict-resolution time.

We thus define the **Active Coordination Cost (ACC)** function for robot \( i \) and method \( \alpha \) at time \( c_{i,j} \), that considers the active time in the calculation of coordination resources cost:

\[
ACC_{i,j}(\alpha) = I^{a}_{i,j}(\alpha) + C^{C}_{i,j}(\alpha) \quad (2)
\]

3.2.3  The frequency of coordinating. If there are frequent interruptions to the robot’s task in order to coordinate, even if short-lived and inexpensive, this would delay the robot. We assume (and the results show) that good coordination decisions lead to long durations of non-interrupted work by the robot. Therefore, the frequency of coordination method’s use is not less important than the time spent on conflict resolving. Thus, larger \( I^{p}_{i,j} \) is better.

We thus want to balance the total active coordination cost \( ACC_{i} = \sum_{j} ACC_{i,j} \) against the frequency of coordination. We want to balance short-lived, infrequent calls to an expensive coordination method against somewhat more frequent calls to a cheaper coordination method.

We therefore define the Effective Index of robot \( i \), of conflict \( j \), due to using coordination method \( \alpha \in M \) as follows:

\[
EI_{i,j}(\alpha) = \frac{ACC_{i,j}(\alpha)}{I^{p}_{i,j}(\alpha) + I^{p}_{j,i}(\alpha)} = \frac{I^{a}_{i,j}(\alpha) + C^{C}_{i,j}(\alpha)}{I^{p}_{i,j}(\alpha) + I^{p}_{j,i}(\alpha)} \quad (3)
\]

That is, the effectiveness index \( EI \) of a coordination method \( \alpha \) during this event is the velocity by which it spends resources during its execution, amortized by how long a period in which no conflict occurs. Since greater EI signifies greater costs, we typically put a negation sign in front of the EI, to signify that greater velocity is worse; we seek to minimize resource spending velocity.

In this paper we use the simple single-state Q-learning algorithm to estimate the EI values from the robot’s individual perspective. The learning algorithm we use is stateless:

\[
Q_{\ell}(\alpha) = Q_{\ell-1}(\alpha) + \rho(R_{\ell}(\alpha) - \gamma Q_{\ell-1}(\alpha))
\]

where \( \rho \) is the learning speed factor, and \( \gamma \) is a factor of discounting. The algorithm uses a constant exploration rate \( \beta \).

4.  EXPERIMENTS IN MULTIPLE DOMAINS

We now turn to briefly survey a subset of experiment results, in multiple domains, supporting the use of EI in multi-robot team tasks. Due to lack of space, we only provide representative results in each domain.

**Foraging in TeamBots Simulation.** Foraging is a canonical task in multi-robot systems research. Here, robots locate target items (pucks) within the work area, and deliver them to a goal region. As was the case in Rosenfeld et al.’s work [17], we used the TeamBots simulator [2] to run experiments. Teambots simulated the activity of groups of Nomad N150 robots in a foraging area that measured approximately 5 by 5 meters. We used a total of 40 target pucks, 20 of which were stationary within the search area, and 20 moved randomly. For each group, we measured how many pucks were delivered to the goal region by groups of 3,5,15,25,35,39 robots within 10 and 20 minutes. We averaged the results of 16–30 trials in each group-size configuration with the robots being placed at random initial positions for each run. Thus, each experiment simulated for each method a total of about 100 trials of 10 and 20 minute intervals.

We compare the EI method with random coordination algorithm selection (RND), and to the method of Rosenfeld et al. (ACIM) (which uses offline learning [17]). Each of these selection methods selects between three types of coordination methods (\( \alpha \)), described also in [17]: Noise (which essentially allows the robots to collide, but increases their motion uncertainty to try to escape
collisions), Aggression [20] (where one robot backs away, while the other moves forward), and Repel, in which robots move away (variable distance) to avoid an impending collision.

Figures 2(a)–2(c) show a subset of results. In all, the X axis marks the group size, and the Y axis marks the number of pucks collected. Figure 2(a) shows that given no resource limitations, the EI method is as good as ACIM (and Repel) which provides the best results, though it has not used prior off-line learning. Figure 2(b) shows the advantage of EI over ACIM when resource costs apply. Here, when ACIM takes fuel costs into account, it performs well. But when it does not, its performance is very low. On the other hand, EI with fuel costs and without perform well. Finally, Figure 2(c) shows how ACIM and EI respond to unknown costs. Here, both EI and ACIM take fuel costs into account, but the actual fuel costs are greater. EI provides significantly better performance in these settings (1-tailed t-test, $p = 0.0027$).

**Foraging in AIBO Robots.** We have also utilized EI-based adaptation in foraging experiments with Sony AIBO robots, shown in Figure 3. Three robots were placed within a boxed arena, measuring 2m by 2m, and containing four pucks. The robots were allowed up to 10 minutes to collect the pucks. We implemented two basic coordination methods: Noise and Repel (described above). We ran 8 trials of Noise, and 9 of Repel.

![Figure 3: Three Sony AIBO robots executing a foraging task in our laboratory. The goal location is in the top left corner. Every puck collected was taken out of the arena.](image)

We faced several challenges in applying EI to the robots. First, we found that the time-limit was not sufficient to allow EI to train. We thus allowed preliminary learning to take place, for approximately 15 minutes. The EI values at the end of this period (which were not optimal) were used as the initial values for the EI trials. Each of the ten trials started with these initial Q table values, and the Q updates continued from this point.

Second, the robots cannot detect conflicts with certainty. For instance, a robot bumping into the walled side of the arena would detect a conflict. Moreover, some collisions between robots cannot be detected, due to their limited sensing capabilities. We solved this by allowing the operator to initiate conflicts by a fixed procedure.

Finally, we found that sometimes robots failed catastrophically (i.e., suffered hardware shutoff). So as to not bias the trials, we measured the average time per puck retrieved.

We contrasted the performance of the three groups (Noise, Repel, and EI). Figure 4(a) shows the pucks collected per minute by each of the three methods (median). We found that Repel (selected by all three robots) is the best technique. The EI method did better than Noise, but did not reach the results of Repel. This is to be expected, because the EI algorithm utilized constant exploration rate (up 19% of the conflicts of each robot). Thus even under the best of conditions, the EI runs are expected to worse. We see the same trend in Figure 4(b), which shows the average number of conflicts in the different groups. We again see that the number of conflicts in learning is between Repel and Noise.

To show that indeed the fixed exploration rate had a significant contribution to the results, we also examine the EI-based rankings of the noise and repel methods (i.e., whether the EI values ultimately prefer repel or noise). Figure 4(c) shows the average EI values that were achieved at the end of each run. For each robot, we see two bars: One for the EI value of Repel, and one for Noise. We see that in all three robots, the EI values learned for Repel are better (lower). Thus left to choose based on the EI values, all robots would have chosen the Repel method (the optimal choice).

**EI in Virtual Environments.** Finally, we evaluated the use of EI with robots in virtual environments. Here, we utilized robots that operate in VR-Forces[13], a commercial high-fidelity simulator. Each robot controls a simulated entity in the environment, and must carry out its own path planning and decision-making.

Within this environment, we conducted experiments with four virtual robots, where the coordination was implicit, rather than explicit. All of the four robots had the goal of getting to a target location. They could do this through one of two paths, the first (path1) slightly shorter than the other (path2). Actual travel times through the paths vary, and are not just a function of the path length. First, when robots move on the same path, they sometimes crowd the path and cause delays in moving on it (e.g., if robots collide or block others from reaching a navigation point). Second, because this is a high-fidelity simulation, the actual movement velocity of the robots is not always the same, and varies slightly from one run to the next. The result is that it is not immediately obvious how robots should divide up the paths between them. Using EI to select between the paths is not a selection of a coordination method, but is instead a selection of a task, such that coordination is implicit.

We conducted 21 runs, where the EI values were saved from one run to the next. The results (Figure 5) show convergence of the first three robots to selecting path1, while the fourth and last robot jumps back and forth between path1 and path2. When we examine the results in detail, we discover that indeed the decision of the fourth robot is difficult: On one hand, four robots on path1 often interfere with each other. On the other hand, the use of path2 does add to the overall task time of the robot. Thus the EI values are very close to each other, and the robot in fact converges to arbitrary selection between the two paths.

![Figure 5: Results in the virtual environment domain.](image)

5. **WHY DOES EI WORK?**
We refer to these tasks as seek to maximize group utility); and (iii) the task is bound in time. (i) loose coordination between the robots (i.e., only occasional need for spatial coordination); (ii) a cooperative task (the robots seek to maximize group utility); and (iii) the task is bound in time. We refer to these tasks as LCT tasks (Loose-coordination, Cooperative, Timed tasks).

For instance, in foraging, we see that robots execute their individual roles (seeking pucks and retrieving them) essentially without any a-priori coordination. When they become too close to each other, they need to spatially coordinate. The robot all contribute to the team goal, of maximizing the number of pucks retrieved. Moreover, they have limited time to do this. Incidentally, they also have finite number of pucks, which break some of the assumptions we make below. We shall come back to this.

Computing optimal plans of execution for tasks such as foraging is purely a theoretical exercise in the current state of the art. In practice, determining detailed trajectories for multiple robots in continuous space, with all of the uncertainties involved (e.g., pucks slipping from robots’ grips, motion and sensing uncertainty), is infeasible. Much more so, when we add the a-priori selection of coordination methods in different points in time. We therefore seek alternative models with which to analytically explore LCT tasks.

5.1 LCT Tasks as Extensive-Form Games

We turn to game theory to represent LCT tasks. As we have already noted, each individual robot’s perspective is that its task execution is occasionally interrupted, requiring the application of some coordination method in order to resolve a spatial conflict, to get back to task execution. Assume for simplicity of the discussion that we limit ourselves to two robots, and that whenever they are in conflict, they are both aware of it, and they both enter the conflict at the same time. This is a strong assumption, as in actuality, most often LCT tasks often involve more than two robots. We address this assumption later in this section.

At first glance, it may seem possible to model LCT tasks as a series of single-shot games (i.e., repeating games), where in each game the actions available to each robot consist of the coordination methods available to it. The joint selection of methods by the two robots creates a combination of methods which solves the conflict (at least temporarily). The payoffs for the two robots include the pucks collected in the time between games, minus the cost of resources (including time) spent making and executing the selected methods. The fact that there exists a time limit to the LCT task in question can be modeled as a given finite horizon.

However, finite-horizon repeating games are not a good model for LCT tasks. In particular, the methods selected by the robots in one point in time affect the payoffs (and costs) at a later point in time. First, the choice of coordination methods at time \( t \) affects the time of the next conflict. One coordination method may be very costly, yet reduce the likelihood that the robots get into conflict again; another method may be cheap, but cause the robots to come into conflict often. Second, the robots change the environment in which they operate during the time they are carrying out their tasks, and thus change future payoffs. For instance, robots collect pucks during their task execution time, and often collect those nearest the goal area first. Thus their payoff (in terms of pucks collected) from games later in the sequence is lower than from games earlier on.

We thus utilize a model of LCT tasks as extensive-form games. The initial node of the game tree lies at the time of the first conflict, \( c_{1,1} \), and the choices of the first robot at this time lead to children of this node. As the two robots act simultaneously, these children also occur at time \( c_{1,1} \). Also, note that the selections of the robots are not observable to each other\(^1\). An illustration of the game tree

\(^1\)This is true in all communication-less coordination methods, which are used in most previous work [20, 17]. When used with communication-based coordination method, this restriction may be removed. It might also be possible to relax this restriction if robots

![Figure 2: Results from the TeamBots foraging domain.](image)

![Figure 4: Results from the AIBO foraging domain.](image)
the same (in time and resources), regardless of the time in which the conflict occurred. Moreover, the assumption also implies that we assume that the task-execution time (and associated gains)—which depends on the methods selected—will also remain fixed. We state this formally:

**Assumption 1.** Let $\alpha$ be a coordination method, selected by robot $i$. We assume that for any $0 \leq j, k \leq K_i$, the following hold:

$$I^a_{i,j}(\alpha) = I^a_{i,k}(\alpha), \quad I^P_{i,j}(\alpha) = I^P_{i,k}(\alpha), \quad C^c_{i,j}(\alpha) = C^c_{i,k}(\alpha)$$

This strong assumption achieves a key reduction in the complexity of the model, but gets us farther from the reality of LCT multi-robot tasks. However, the resulting model provides an intuition as to why and when EL works. In Section 5.4 we examine the assumptions of the model and their relation to the reality of the experiments.

The duration of coordination method execution ($I^c$), and the duration of the subsequent conflict-free task-execution ($I^P$), are fixed; they now depend only on the method selected, rather than also on the time of the selection. Thus a path through the game tree can now be compressed. For each combination of selected coordination method, we can simply multiply the costs and gains from using this combination, by the number of conflicts that will take place if it is selected.

Thus we can reduce the game tree into a matrix game, where $K_{i,j}$ is the number of conflicts occurring within total time $T$ that results from the first robot selecting $\alpha_i$, and the second robot selecting $\alpha_j$. $U_{i,j}$ is the utility gained from this choice. This utility is defined as:

$$U_{i,j} \equiv \left[ \text{gain}(I^P_{i,j}(\alpha_i)) + \text{gain}(I^P_{i,j}(\alpha_j)) \right] - \left[ C^c_{i,j}(\alpha_i) + C^c_{j,j}(\alpha_j) \right]$$

where we use (for robot $i$) the notation $\text{gain}(I^P_{i,j}(\alpha_i))$ to denote the gains achieved by robot $i$ during the task execution time $I^P_{i,j}(\alpha_i)$. Note that we treat these gains as being a function of a time duration only, rather than the method $\alpha$, which only affect the task duration. Underlying this is an assumption that the coordination method choice affect utility (e.g., the pucks acquired) only indirectly, by affecting the time available for task execution. We assume further that gains monotonically increase with time. Maximizing the time available, maximizes the gains.

Table 1 is an example matrix game for two robots, each selecting between two coordination methods. Note however that in general, there are $N$ robots and $|M|$ methods available to each.

<table>
<thead>
<tr>
<th>$U_{i,j}$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>$K_{1,1}u_{1,1}$</td>
<td>$K_{1,2}u_{1,2}$</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>$K_{2,1}u_{2,1}$</td>
<td>$K_{2,2}u_{2,2}$</td>
</tr>
</tbody>
</table>

Table 1: LCT task as a matrix game, reduced from the LCT game tree by Assumption 1. Entries hold team payoffs.

Note that the robots do not have access to the selections of the other robots, and thus for them, the game matrix does not have a single common payoff, but individual payoffs. These are represented in each cell by rewriting $K_{i,j}U_{i,j}$ as $K_{i,j}u_{i}(\alpha_i), K_{i,j}u_{j}(\alpha_j)$, where

$$u_k(\alpha_k) \equiv \text{gain}(I^P_{k}(\alpha_k)) - C^c_{k}(\alpha_k).$$

This results in the revised matrix game appearing in Table 2.

The number of conflicts $K_{i,j}$ is really the total time $T$, divided by the duration of each conflict cycle, i.e., $I^c + I^P$. Thus the individual payoff entries for robot $i$ selecting method $k$ can be rewritten as

$$\frac{T}{I^c(\alpha_k) + I^P(\nu_k)} u_k.$$
Linear with a coefficient greater than 1. Now, we study domains we hold for the $EI$ game matrix equilibrium in 2-player repeated games \([4, 23, 10]\). However, there is known that Q-learning does not, in the general case, converge to appropriate $EI$ values. Of course, it not know the payoffs, and thus rely on the reinforcement learning framework to converge to appropriate $EI$ values. Of course, it not know the payoffs, and thus rely on the reinforcement learning framework to converge to appropriate $EI$ values.

5.3 Learning Payoffs in LCT Matrix Games

Let us now consider these individual payoffs. The payoff for an individual robot $l$ which selected $\alpha$ is:

$$T[a(l^I(\alpha)) - c(l^I(\alpha))] \propto \frac{g(l^I(\alpha)) - c(l^I(\alpha))}{I_l^I(\alpha) + I^I(\alpha)}$$

These two steps require some explanation. First, of course, since for all entries in the matrix $T$ is constant, dividing by $T$ maintains the proportionality. The second step is key to the $EI$ heuristic. It holds only under certain restrictions on the nature of the function $gain()$, but we believe these restrictions hold for many gain functions in practice. For instance, the step holds whenever $gain()$ is linear with a coefficient greater than 1. Now:

$$\frac{I_l^I(\alpha) - c(l^I(\alpha))}{I_l^I(\alpha) + I^I(\alpha)} = \frac{I^I(\alpha) + I^I(\alpha) - I^I(\alpha) - c(l^I(\alpha))}{I^I(\alpha) + I^I(\alpha)}$$

$$= \frac{[I^I(\alpha) + I^I(\alpha)] - [I^I(\alpha) + c(l^I(\alpha))]}{I^I(\alpha) + I^I(\alpha)}$$

$$= \frac{I^I(\alpha) + I^I(\alpha)}{I^I(\alpha) + I^I(\alpha)} - \frac{I^I(\alpha) + c(l^I(\alpha))}{I^I(\alpha) + I^I(\alpha)}$$

$$= 1 - EI_l(\alpha)$$

Thus the game matrix is in fact equivalent to the following matrix (Table 3). Here, each robot seeks to minimize its own individual $EI$ payoff (maximize its $-EI$ payoff). If robots minimize their individual $EI$ payoffs, and assuming that their equilibrium is Hicks optimal (i.e., the sum of payoffs is maximal), then solving this game matrix is equivalent to maximizing group utility.

$$\begin{align*}
\alpha_1^2 & = K_{1,1}u_1(\alpha_1), K_{1,2}u_1(\alpha_2), K_{2,1}u_1(\alpha_1), K_{2,2}u_1(\alpha_2) \\
\alpha_2^2 & = K_{1,1}u_2(\alpha_1), K_{1,2}u_2(\alpha_2), K_{2,1}u_2(\alpha_1), K_{2,2}u_2(\alpha_2)
\end{align*}$$

Table 2: An example LCT task as a matrix game, with individual payoffs.

5.3 Learning Payoffs in LCT Matrix Games

Unfortunately, when the robots first begin their task, they do not know the payoffs, and thus rely on the reinforcement learning framework to converge to appropriate $EI$ values. Of course, it is known that Q-learning does not, in the general case, converge to equilibrium in 2-player repeated games \([4, 23, 10]\). However, there are a number of features that hold for the $EI$ game matrix in the domains we study, which makes the specific situation special.

First, the game matrix is theoretically symmetric. Because robots are homogeneous, a combination of coordination methods \((\alpha_1, \alpha_2)\) will yield the same payoffs as \((\alpha_2, \alpha_1)\).

Second, we know that for the specific game settings, one combination yields optimal payoffs (in the sense that the sum of robot payoffs is optimal). Although it is now accepted that no one coordination method is always best in all settings, it is certainly the case that in a specific scenario (e.g., a specific group size), a combination can be found which is best.

Third, the value of $EI$ for the optimal individually-selected method $\alpha_0^2$ can only decrease if the other robot does not select an optimal method $\alpha_0^2$. Under normal conditions, the numerator of the $EI$ value, $I^I(\alpha_0^2)$, is dependent only on the execution of $\alpha_0^2$ by the robot. On the other hand, the denominator $I^I(\alpha_0^2)$ can only decrease (because the time to the next conflict, $I^I(\alpha_0^2)$ can only decrease, by definition). Thus, the $EI$ value can only grow larger (i.e., $-EI$ grows smaller). Selection of the optimal $EI$ values is thus dominant.

Finally, and most importantly, the games that take place here are not between two players. Rather, the process is more akin to randomized anonymous matching in economics and evolutionary game theory. In this process, pairs of players are randomly selected, and they do not know their opponents’ identity (and thus do not know whether they have met the same opponents before).

Indeed, this last quality is crucial in understanding why our use of $EI$ works. It turns out that there exists work in economics that shows that under such settings, using simple reinforcement learning techniques (in our case, stateless $Q$-learning) causes the population to converge to Nash equilibrium, even if mixed \([11]\). Thus rather than having any individual agent converge to the mixed Nash equilibrium, the population as a whole converges to it, i.e., the number of agents selecting a specific policy is proportional to their target probabilities under the mixed Nash equilibrium.

There remains the question of why do agents converge to the maximal payoff Nash equilibrium. We again turn to economics literature, which shows that for coordination games—including even the difficult Prisoner’s Dilemma game—agents in repeated randomized matching settings tend to converge to the Pareto-efficient solution \([5, 16]\). However, these works typically assume public knowledge of some kind, which is absent in our domain. Thus we leave this as a conjecture.

5.4 Revisiting the EI Experiments

Armed with the analytically-motivated intuition as to why $EI$ works, we now go back to re-examine the experiment results. In general, there are of course differences between the analytical intuitions and assumptions and the use of $EI$ in a reinforcement learning context: (i) the values learned as approximations of the $EI$ values, which cannot be known with certainty; (ii) the assumptions allowing reduction of the LCT extensive-form game tree to a game matrix do not hold in practice; and (iii) even the assumptions underlying the extensive-form game tree (e.g., that robots start their conflict at the same time, or that their gains depend only on time available for task execution) are incorrect. We examine specific lessons below.

We begin with the teambots simulation experiments, where $EI$ was highly successful, and was also demonstrated to be robust to unknown costs. Despite the fact that the domain cannot be reduced to the matrix game form, it turns out that some of the assumptions are approximately satisfied, which explain the success of $EI$ here.

First, the fact that about half the pucks moved randomly helped spread them around the arena even after many pucks were collected. Thus the gains expected later in the task were closer to the gains at the beginning to the task, than it would have been had all pucks been immobile (in which case pucks closer to base are collected first, resulting in higher productivity in the beginning).

Second, the size of the arena, compared to the size of the robots, was such that the robots did not need to converge to one optimal combination of selection methods: Different zones in the arena required different combinations. In principle, this should have chal-
lenged the approach, as the stateless learning algorithm cannot rea-
son about the robots being in different states (zones). However,
as the robots moved between areas fairly slowly, they were able to
adapt to the conditions in new zones, essentially forgetting earlier
EI values. This is a benefit of the stateless algorithm.

The use of the fixed exploration rate can hurt performance of the
algorithm, as is clearly seen in the results of the AIBO foraging ex-
periments. Because robots must explore, they are sometimes forced
to act against their better knowledge, and thus reduce performance.
But this did not affect the results in the simulation domain, where
EI often gave the best results of all methods. We believe that this
is due to the size of the arena, which created different zones as dis-
cussed above. Here exploration was very useful, to enable implicit
transition between states. In contrast, in the AIBO experiments, the
size of the arena was so small, that density remained fixed through-
out the arena, and exploration eventually lead to reduced results.

An interesting lesson can be learned from the experiments in the
virtual environment. Here, EI was applied to a task that it was
not meant for, involving implicit, rather than explicit, coordination.
The nature of this task was that not one single equilibrium point ex-
isted, as one combination of paths works always (i.e., a mixed Nash
equilibrium). Indeed, the algorithm converged quickly to selecting
between two almost equally-valued alternatives, reflecting the two
top choices.

6. SUMMARY

This paper examined in depth a novel reward function for co-
operative settings, called Effectiveness Index (EI). EI estimates the
resource spending velocity of a robot, due to its efforts spent on
coordination. By minimizing EI, robots dedicate more time to the
task, and are thus capable of improving their team utility. We used
EI as a reward function for selecting between coordination meth-
ods, by reinforcement-learning. This technique was shown to work
well in three different domains: Simulation-based multi-robot for-
gaging, real AIBO multi-robot foraging, and high-fidelity commer-
cial virtual environment. The experiments explore the scope of the
technique, its successes and limitations. In addition, we have
formally explored multi-robot tasks for which EI is intended. We
have shown that under some assumptions, EI emerges analytically
from a game-theoretic look at the coordination in these tasks. We
believe that this work represents a step towards bridging the gap
between theoretical investigations of interactions, and their use to
inform real-world multi-robot system design. Improved results can
be achieved by extending both the theory underlying the use of EI,
and the learning algorithms in which it is used.
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ABSTRACT
In this paper we use a reinforcement learning algorithm with the aim to increase the autonomous lifetime of a Wireless Sensor Network (WSN) and decrease latency in a decentralized manner. WSNs are collections of sensor nodes that gather environmental data, where the main challenges are the limited power supply of nodes and the need for decentralized control. To overcome these challenges, we make each sensor node adopt an algorithm to optimize the efficiency of a small group of surrounding nodes, so that in the end the performance of the whole system is improved. We compare our approach to conventional ad-hoc networks of different sizes and show that nodes in WSNs are able to develop an energy saving behaviour on their own and significantly reduce network latency, when using our reinforcement learning algorithm.
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1. INTRODUCTION
An increasingly popular approach for environmental and habitat monitoring is the use of Wireless Sensor Networks (WSNs) [2, 6]. The nodes in such a WSN are limited in power, processing and communication capabilities, which requires that they optimize their activities, in order to extend the autonomous lifetime of the network and minimize latency. A complicating factor is communication, because some nodes can fall outside the transmission range of the base station, or can belong to different stakeholders, serving various purposes, thus rendering the common centralized approach inapplicable for large networks.

This paper extends the work done in [5] to a random network topology, reduces the communication overhead and significantly improves the results. In this work we use a reinforcement learning algorithm to optimize the energy efficiency of a WSN and reduce its latency in a decentralized manner. We achieve that by making nodes (hereby regarded as agents) develop energy-saving schemes by themselves without a central mediator. The idea behind this approach is that agents learn to reduce the negative effect of their actions on other agents in the system, based on a certain reward function. We investigate the performance of our algorithm in two networks of different sizes. We show that when agents learn to optimize their behaviour, they can increase the energy efficiency of the system and significantly decrease its latency with minimal communication overhead.

The outline of the paper is as follows: Section 2 presents the background of our approach by describing the basics of a wireless sensor network and the MAC communication protocol. Section 3 describes the idea behind our algorithm and its application to the energy efficiency optimization of nodes. In Section 4 we explain the experiments and discuss our findings. Lastly, Section 5 presents our conclusions from this research and suggests some areas for improvement in the future.

2. BACKGROUND
In this section we describe the basics of a Wireless Sensor Network and the MAC communication protocol. Subsection 2.1 elaborates on WSNs and Subsections 2.2 and 2.3 explain the working of the MAC protocol and the way nodes communicate.

2.1 Wireless Sensor Networks
A Wireless Sensor Network is a collection of densely deployed autonomous devices, called sensor nodes, that gather environmental data with the help of sensors. The untethered nodes use radio communication to transmit sensor measurements to a terminal node, called the sink. The sink is the access point of the observer, who is able to process the distributed measurements and obtain useful information about the monitored environment. Sensor nodes communicate over a wireless medium, by using a multi-hop communication protocol that allows data packets to be forwarded by neighbouring nodes to the sink. This concept is illustrated in Figure 2.1. The environmental or habitat monitoring is usually done over a long period of time, taking into account the latency requirements of the observer.

The WSN can vary in size and topology, according to the purpose it serves. The sensor network is assumed to be homogeneous where nodes share a common communication medium (e.g., air, water, etc.). We further assume that the communication range is equal in size and strength for all nodes. They have a single omnidirectional antenna that can only broadcast a message, delivering it to all nodes in range. In our network, sensor nodes can neither vary their transmission power, nor are they able to estimate their distance

from the transmitting node by measuring the signal strength – such features are not generally available in sensor nodes and therefore are not considered here. The motivation to use such simple devices is to reduce the overall cost of nodes and to keep our solution applicable to the most general sensor network.

In this paper we show that the selfish and computationally bounded agents can optimize their own performance, in a decentralized manner, in order to reduce both their own energy consumption and the latency of the network. We assume that communication between the agents is limited and that central control is not possible. We further require that the communication protocol considers not only energy efficiency, but also scalability and fault tolerance, so that our approach is able to adapt to a dynamic topology, where nodes may move, fail or new nodes may be added to the system. The communication protocol, therefore, constitutes an important part of the WSN design.

2.2 The MAC Protocol

The Medium Access Control (MAC) protocol is a data communication protocol, concerned with sharing the wireless transmission medium among the network nodes. Typical MAC protocols, used by ad-hoc networks, cannot be applied to WSNs, due to a number of differences between the two types of networks. Some differences include the large number and density of sensor nodes in a WSN, compared to the nodes in ad-hoc networks; the frequently changing topology of sensor nodes and their power constraints, etc.

We use a simple asynchronous MAC protocol that divides the time into small discrete units, called frames. Each node independently determines its sleep duration (or schedule), i.e. the amount of time in a frame that the node’s antenna will be turned off. During that time the agent is not able to communicate with other nodes and therefore saves energy. Nevertheless, the agent continues its sensing and processing tasks. Our protocol allows nodes to synchronize their schedules prior to communication and thus avoid collisions and overhearing – typical sources of energy waste.

Since communication is the most energy expensive action [7], it is clear that in order to save more energy, a node should sleep more. However, when sleeping, the node is not able to send or receive any messages, therefore it increases the latency of the network, i.e., the time it takes for messages to reach the sink. On the other hand, a node does not need to listen to the channel when no messages are being sent, since it loses energy in vain. As a result, nodes should learn on their own the number of time slots they should spend sleeping within a frame. For example, nodes far away from the sink may learn to sleep more, since they will have fewer messages to forward, while nodes close to the sink should learn to listen more, because the workload near the sink is usually heavier. Learning to optimize nodes’ own schedules will ensure good energy efficiency of the network, while minimizing the latency. The MAC protocol should therefore support the exchange of additional information, necessary for the algorithm for optimization. It is clear that the amount of this information within message packets should be kept as little as possible, in order to minimize the energy waste by control packet overhead. A brief description of the communication protocol is presented next.

2.3 Communication and Routing

When the WSN is deployed, nodes first need to determine their hop distance to the sink, i.e. the minimum number of nodes that will have to forward their packets. This is achieved by broadcasting SYNchronization (SYN) packets in the following way: the sink broadcasts a SYN packet, containing a counter, initially set to 0; all receivers set their hop equal to the counter, increment it and broadcast the new SYN packet further on, with a small random delay to avoid collisions. For example, a node right next to the sink will receive a SYN packet with hop=0 and will broadcast a new one with hop=1.

When a node has a message to send, it broadcasts a Request To Send (RTS) packet to all nodes within range, which we call neighbours (or neighbouring nodes). All neighbours at an equal or higher hop simply go to sleep, since they do not need to forward the sender’s message. All lower-hop neighbours wait a small random amount of time before replying with a Clear To Send (CTS) packet. Once one node broadcasts a CTS packet, all its neighbours go to sleep, except the sender of the RTS, who in turn broadcasts the actual data. In other words, all immediate neighbours of the two communication partners are sleeping during the broadcast of the data, in order to avoid collisions and overhearing. Once the receiver obtains the data packet, it replies with an ACKnowledgment (ACK) and thus the communication is over.

3. LEARNING ALGORITHM

Besides its hardware, the energy consumption of a node is also dependent on its position in the WSN. Nodes, closer to the sink have to forward more messages and therefore need to listen more, while those far away from the sink could spend more time sleeping. For this reason, the behaviour of agents cannot be the same for all (e.g. all listen and sleep the same amount of time in a frame). Each node needs to learn what behaviour is energy efficient in the network. To achieve that, we make nodes adopt an algorithm for optimization in order to improve the performance of the whole system.

Each agent in the WSN uses a reinforcement learning (RL) algorithm to learn an optimal schedule (i.e. sleep duration in a frame) that will maximize the energy efficiency and minimize the latency of the system in a distributed manner. The main challenge in such a decentralized approach is to define a suitable reward function for the individual agents that will lead to an effective emergent behaviour as a group. Another challenge is that agents in a WSN can obtain only local information from surrounding nodes, due to their small
transmission range. To tackle these challenges, we proceed with the definition of the basic components of the reinforcement learning algorithm.

3.1 Actions

The actions of each agent are restricted to selecting a sleep duration for a frame. The action space consists of a discrete number of sleep durations at equal increments within one frame length. Defining the size of the increment constitutes a tradeoff, since a rather large value will result in only few actions for the agent to choose. On the other hand, a small increment will result in a large action set, which makes it difficult for the algorithm to converge [4]. Agents choose their actions according to a probability distribution and use that action for a certain number of frames, which we call a frame window. The reason for using an action for more than one frame is that the agent will thus have enough time to experience the effect of that action on the system. The size of the frame window and the discretization increment will be discussed in Section 4.1.

3.2 Rewards

Before proceeding with the formulation of the reward signal, we first need to define what Energy Efficiency (EE) of a single agent is.

3.2.1 Energy Efficiency

We consider an agent to be energy efficient when it minimizes most of the major sources of energy waste in WSN communication – idle listening, overhearing and unsuccessful transmissions, while quickly forwarding any packets in its queue to ensure low network latency. Formally, the energy efficiency for agent $i$ in frame $f$ is:

$$EE_{i,f} = \alpha (1-IL_{i,f}) + \beta (1-OH_{i,f}) + \gamma (1-DQ_{i,f}) + \delta (1-UT_{i,f}) \epsilon BL_{i}$$

where:

- $IL_{i,f}$ is the duration of idle listening of agent $i$ within frame $f$;
- $OH_{i,f}$ is the duration of overhearing of agent $i$ within frame $f$;
- $UT_{i,f}$ is the amount of unsuccessful transmissions of agent $i$ within frame $f$;
- $DQ_{i,f}$ is the sum of the durations that each packet spent in the queue of agent $i$ within frame $f$;
- $BL_{i}$ is the remaining battery life of agent $i$;

- the constants $\alpha, \beta, \gamma, \delta$ and $\epsilon$ weight the different terms accordingly.

All values are in the unit interval.

It is easy to show that if agents try to increase simply their own energy efficiency, they will prefer to sleep until they obtain a measurement (thus minimizing energy waste) and then wake up only to broadcast it (to ensure low latency). That will not lead to high global efficiency, due to the high number of collisions and unsuccessful transmissions that nodes will experience. Therefore, individual agents should also consider other agents in the system when optimizing their own behaviour. A similar approach was undertaken by Wolpert and Tumer in [8], where they apply their Collective Intelligence framework to align the selfish agents’ goals with the system goal.

3.2.2 Effect Set

Our belief is that if each agent “cares about others” that will improve the performance of the whole system. To achieve that, we introduce the concept of an Effect Set (ES) of a node, which is the subset of that node’s neighbourhood, with which it communicates within a frame window. In other words, the ES of agent $i$ is the set $N_i$ of nodes, whose messages agent $i$ overhears within a frame window. Thus, the energy efficiency of agent $i$ is directly dependent on the actions of all agents in $N_i$ and vice versa.

3.2.3 Effect Set Energy Efficiency

As a result of the influence of agents on each other’s performance, we form our hypothesis. We believe that if each agent seeks to increase not only its own efficiency, but also the efficiency of its ES, this will lead to higher energy efficiency of the whole system. For this reason, we set the reward signal of each agent to be equal to its mean Effect Set Energy Efficiency (ESEE) over a frame window of size $|F|$. We define the ESEE of agent $i$ in the frame window $F$ as:

$$ESEE_{i,F} = \frac{1}{|F|} \sum_{f \in F} EE_{i,f} + \frac{\sum_{j \in N_i} EE_{j,f}}{|N_i|+1} \quad \forall j \in N_i$$

where $EE_{i,f}$ is the energy efficiency of agent $i$ in frame $f$ and $|N_i|$ is the number of agents in the effect set of agent $i$. In other words, the reward signal that each agent receives at the end of each frame window is the mean energy efficiency of its effect set and of itself, averaged over the size of the frame window. Thus, agents will try to increase the value of their ESEE by optimizing their own behaviour.

3.2.4 Challenge

One challenge in our reward signal is that nodes cannot compute their ESEE directly, because to do so, they would have to obtain the efficiency of each agent in $N_i$. To achieve that, nodes simply include the value of their own EE in the three control packets – RTS, CTS and ACK, so that neighbouring agents can (over)hear these values and compute their ESEE. This is the only information that nodes need to exchange for our algorithm to work. Although including additional information in control packets is expensive, we will show that the network performs still better than one without learning. We will now show how each agent can learn to optimize its ESEE.

3.3 Update Rule

At the end of each frame window, agents compute the average ESEE from the past frames and use this value to learn the best sleep duration that will maximize efficiency and minimize latency. Agents use the update rules of a classical learning automata to update their action probabilities. More specifically, after executing action $x$ in every frame of $F$, its probability $p_i(x)$ is updated in the following way

$$p_i(x) \leftarrow p_i(x) + \lambda \cdot ESEE_{i,F} \cdot (1.0 - p_i(x))$$

where $\lambda$ is a user-defined learning rate. The probability $p_i(y)$ for all other actions $y \neq x$ in the action set of agent $i$ then
becomes

\[ p_i(y) \leftarrow p_i(y) - \beta \cdot \text{ESEE}_i \cdot x \cdot p_i(y) \quad \forall y \neq x \]

At the beginning of each frame, agents select their actions according to the updated probabilities and execute them in that frame window. As a result, the learning process is done on-line—the algorithm adapts to the topology of the network and the traffic pattern, which typically cannot be known in advance in order to train nodes off-line.

4. RESULTS

4.1 Experimental Setup

We applied our algorithm on two networks of random topology and different sizes—one small network with 10 nodes and a large one with 50 nodes. The density of both networks was the same, i.e., on average each node had 4 neighbours, because we found out empirically that it influences the speed of learning. In this work we focus on how well learning scales in terms of the number of nodes, rather than in terms of the density. The reason for the slower learning in more dense networks is the higher degree of interdependence of the actions of neighbouring agents. In other words, agents in dense networks have to consider more neighbours in optimizing the performance of their ESEE and thus converge to an optimal action slower than agents in less dense networks. An in-depth study of the optimal density of sensor networks is presented in [3].

We considered networks of random topology, rather than organized in a grid structure (as in [5]), so that the WSN can be deployed more freely (e.g., nodes can be scattered from a moving vehicle). The synchronization phase of the network was set to 20 seconds—this duration was enough for all nodes to find their hop distance to the sink in both networks. During this phase, agents do not learn to optimize their behaviour, since the resulting traffic pattern is independent of that from the actual data. We set the duration of a frame to 0.5 seconds and the message rate—1 sensor measurement in a frame on average. We chose this high message rate to make the effect of agents’ actions more apparent and to give agents enough information in order to learn a good policy. A sufficient frame window size was found to be 4, i.e., agents repeat their selected action for 4 times, before obtaining a reward signal. The discretization coefficient (Subsection 3.1) was selected such that it results in 11 different actions (or sleep durations). The 5 weighting coefficients in the computation of the EE (Subsection 3.2) were experimentally chosen in the following way: \( \alpha = 0.2, \beta = 0.3, \gamma = 0.1, \delta = 0.3 \) and \( \epsilon = 0.1 \). The best learning rate \( \lambda \) was found to be 0.280 for the small network and 0.299 for the large one, where in both cases the initial action probability was uniform. Finally, the networks were allowed to run for 500 seconds, i.e., 1000 frames, before the simulation was terminated.

4.2 Experiments

As stated above, we evaluated our algorithm on two random topology networks of the same density, but of different sizes. We compared the performance of each setting to a network of the same size where agents do not optimize their behaviour, but rather all sleep the same pre-defined amount of time. In each experiment we measured six performance criteria:

1. Average remaining battery at the end of the simulation (i.e., after 1000 frames). This value shows what the battery levels of nodes will be after 500 seconds of runtime with the selected settings.

2. Standard deviation of the average remaining battery—indicates the difference between the most and the least efficient nodes. Here a small deviation is desirable, since it signifies a rather equal dissipation of energy over time.

3. Average latency of the network over all packets delivered to the sink. This criterion measures the average time a message takes from the moment it was generated to the time it reaches the sink.

4. Standard deviation of the average latency of the network. Again, a small deviation is preferable, because it signifies consistent traffic latency.

5. Maximum latency of the network, i.e., the latency of the packet that took the most time to be delivered to the sink. This value indicates the worst case scenario for the latency that the user of the WSN can experience for a packet.

6. Number of received packets by the sink within 500 seconds. This is an inverse indication of latency and it shows how many messages actually reached the sink during the simulation runtime.

<table>
<thead>
<tr>
<th>Small Network (10 nodes)</th>
<th>performance criteria</th>
<th>obj.</th>
<th>not-learning</th>
<th>learning</th>
<th>improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>End battery - mean (%)</td>
<td>max 23.283</td>
<td>25.706</td>
<td>10.4%</td>
<td>increased</td>
<td></td>
</tr>
<tr>
<td>End battery - std. dev. (%)</td>
<td>min 4.514</td>
<td>2.200</td>
<td>50.8%</td>
<td>decreased</td>
<td></td>
</tr>
<tr>
<td>Latency - mean (sec.)</td>
<td>min 11.413</td>
<td>3.937</td>
<td>65.5%</td>
<td>decreased</td>
<td></td>
</tr>
<tr>
<td>Latency - std. dev. (sec.)</td>
<td>min 8.459</td>
<td>3.346</td>
<td>60.4%</td>
<td>decreased</td>
<td></td>
</tr>
<tr>
<td>Latency - max (sec.)</td>
<td>min 62.355</td>
<td>18.975</td>
<td>69.6%</td>
<td>decreased</td>
<td></td>
</tr>
<tr>
<td>Packets arrived at Sink</td>
<td>max 2901</td>
<td>2167</td>
<td>8.0%</td>
<td>increased</td>
<td></td>
</tr>
<tr>
<td>Sleeping time - mean (sec.)</td>
<td>min 0.120</td>
<td>0.094</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>Sleeping time - std. dev. (sec.)</td>
<td>min 0.000</td>
<td>0.136</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Large Network (50 nodes)</th>
<th>performance criteria</th>
<th>obj.</th>
<th>not-learning</th>
<th>learning</th>
<th>improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>End battery - mean (%)</td>
<td>max 22.375</td>
<td>22.789</td>
<td>1.9%</td>
<td>increased</td>
<td></td>
</tr>
<tr>
<td>End battery - std. dev. (%)</td>
<td>min 4.362</td>
<td>5.231</td>
<td>20.4%</td>
<td>increased</td>
<td></td>
</tr>
<tr>
<td>Latency - mean (sec.)</td>
<td>min 20.952</td>
<td>5.823</td>
<td>71.7%</td>
<td>decreased</td>
<td></td>
</tr>
<tr>
<td>Latency - std. dev. (sec.)</td>
<td>min 14.766</td>
<td>5.850</td>
<td>60.4%</td>
<td>decreased</td>
<td></td>
</tr>
<tr>
<td>Latency - max (sec.)</td>
<td>min 88.660</td>
<td>50.892</td>
<td>42.6%</td>
<td>decreased</td>
<td></td>
</tr>
<tr>
<td>Packets arrived at Sink</td>
<td>max 544</td>
<td>2296</td>
<td>322.1%</td>
<td>increased</td>
<td></td>
</tr>
<tr>
<td>Sleeping time - mean (sec.)</td>
<td>min 0.220</td>
<td>0.166</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>Sleeping time - std. dev. (sec.)</td>
<td>min 0.000</td>
<td>0.176</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Comparison between no learning and learning in the small and large networks

The sleep duration of the two networks without learning was selected such that it maximizes the above six performance criteria. The same technique was used to select the best learning rate of the networks with optimization. In other words we compared the optimal “non-learning” system to the optimal one with learning. This comparison is displayed in Figure 2. The first column shows the above six performance criteria, where the last two rows indicate the average sleeping time of the agents and the standard deviation. The second column indicates the objective (obj.) of
the corresponding performance criterion – whether it should be maximized (max) or minimized (min). The third and forth column display the results from our experiments when agents are not learning and when they are learning, respectively. The column labeled improvement displays the percentage increase of the six performance measures when agents adopt our learning algorithm.\

As it can be seen from Figure 2, in both cases our learning agents sleep on average less than those in the non-learning network. One would expect that less sleeping results in lower battery level, due to idle listening and overhearing, and higher latency, due to collisions. However, our learning algorithm aims to reduce precisely those sources of energy waste, by making nodes optimize their behaviour, based on the actions of neighbouring nodes. Thus, agents learn to avoid “harming” other agents by adapting to the traffic pattern and therefore learning the optimal sleep duration in their neighbourhood. In other words, agents learn to sleep when their neighbours communicate (so as to avoid overhearing); stay awake enough to forward messages quickly (and thus decrease latency); and yet sleep enough (to ensure longer network lifetime). Figure 3 shows agents’ actions (sleep durations) over time. Each coloured dot represents that agent’s selected action at the corresponding time in the simulation. The graph indicates that in the small network agents learn, as the time progresses, to sleep less and listen more, so that they reduce the latency of the network, while increasing its lifetime. The figure also shows that in the beginning of the simulation agents explore their action set and after approximately 200 seconds, the policy of all agents converges to an optimal action. In other words, after 400 frames, each agent finds the sleep duration that maximizes its ESEE and then sticks to it. The effect of adapting to the traffic pattern is even more apparent in the large network, where agents are able to decrease the average latency with over 70%, resulting in three times more packets delivered to the sink (cf. Figure 2).

Figure 4 compares the overhearing duration of nodes over time in the small network when all agents sleep the same amount of time (4(a)) and when they learn their optimal sleep duration (4(b)). Each coloured dot represents that agent’s overhearing duration within a frame at the corresponding time in the simulation. It is evident that when learning, agents reduce this source of energy waste, resulting in higher end battery level. In other words, as the time progresses, agents learn to sleep when their neighbours are communicating, in order to reduce the amount of packets they overhear. This is evident from the fewer dots in Figure 4(b). As a consequence of the convergence to an optimal policy (explained above), one can see a large reduction in overhearing duration after approximately 200 seconds of network runtime. However, we did not measure significant decrease in the overhearing duration of the large network, as it can be predicted from Figure 2. The end battery level of the large network increased with only 2%. This was a result of the large number of nodes and consequently the time they need to find an optimal action. Nevertheless, our learning agents had higher overall energy efficiency, due to the lower amount of unsuccessful transmission and the shorter stay of packets in the queues of the nodes.

The improved ESEE of agents in the large network can be seen in Figure 5(b), as compared to their non-learning counterparts (5(a)). Each coloured dot represents that agent’s ESEE within a frame window at the corresponding time in the simulation. In other words, the graph shows the relative energy efficiency of each node’s neighbourhood over time. Although the efficiency of the worst performing nodes is comparable, the average ESEE of the learning agents is higher, than that of the non-learning nodes. This means that when using our algorithm for optimization, on average agents are more energy efficient than when they are not learning. The mean ESEE of both graphs, however, is constantly decreasing, since the remaining battery level of nodes is included in this reward signal (cf. Subsection 3.2). In other words, since battery level is inevitably decreasing, so is the ESEE of both networks.

5. CONCLUSION

In this paper we used a reinforcement learning algorithm to improve the performance of Wireless Sensor Networks (WSN) in a decentralized manner, in order to prolong the autonomous lifetime of the network and reduce its latency. We were able to show that when agents in a WSN use an algorithm for optimization, they can learn to reduce the negative effect of their actions on other agents in the system, without a central mediator. Our results indicate that both in a small and large network, agents can learn to optimize their behaviour in order to increase the energy efficiency of the system and significantly decrease its latency with minimal communication overhead. Our results outperformed a conventional ad-hoc network, where all agents equally listen and sleep for a pre-defined amount of time. Thus, based on our experiments we can conclude that it is more beneficial for the sensor network when nodes learn what actions to take, rather than follow a pre-defined schedule. In our algorithm each node seeks to improve not only its own efficiency, but also the efficiency of its neighbourhood, which ensures that the agents’ goal is aligned with the system goal of higher energy efficiency and lower latency.

We are currently focusing on comparing the performance of our algorithm to the X-MAC protocol [1], which aims to

\(^2\)The concept of “improvement” is not applicable to the last two rows.

\(^3\)Due to the discrete values in this graph, some colours overlap and thus not all of them can be displayed at the same time.

\(^4\)The discrete steps in the graph are a result of the fixed control and data packet lengths that nodes overhear.
increase energy efficiency in a decentralized way without any communication overhead. Additionally, we aim to extend our approach, presented in this paper, to make it suitable for a larger set of WSN applications, where the network will adapt to the latency requirement of the user directly.

Future work involves computing the energy requirements of the algorithm itself and experimenting with different network topologies and reward functions to obtain a yet bigger improvement in energy efficiency and latency.
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ABSTRACT
This paper explores the evolution of strategies in a n-player dilemma game. These n-player dilemmas provide a formal representation of many real world social dilemmas. Those social dilemmas include littering, voting and sharing common resources such as sharing computer processing time. This paper explores the evolution of altruism using an n-player dilemma. Our results show the importance of sociability in these games. For the first time we will use a tag-mediated interaction model to examine the n-player dilemma and demonstrate the significance of sociability in these games.
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1. INTRODUCTION
When a common resource is being shared among a number of individuals, each individual benefits most by using as much of the resource as possible. While this is the individually rational choice, it results in collective irrationality and a non Pareto-optimal result for all participants. These n-player dilemmas are common throughout many real world scenarios. For example, the computing community is particularly concerned with how finite resources can be used most efficiently where conflicting and potentially selfish demands on those resources are common. Those resources may range from access to processor time or bandwidth.

One example commonly used throughout existing research is the Tragedy of the Commons [5]. This outlines a scenario whereby villagers are allowed to graze their cows on the village green. This common resource will be over grazed and lost to everyone if the villagers allow all their cows to graze, yet if everyone limits their use of the village green, it will continue to be useful to all villagers. Another example is the Diners Dilemma where a group of people in a restaurant agree to equally split their bill. Each has the choice to exploit the situation and order the most expensive items on the menu. If all members of the group apply this strategy, then all participants will end up paying more [2].

These games are all classified as n-player dilemmas, as they involve multiple participants interacting as a group. These games involve only two players interacting through pairwise interactions. N-player dilemmas have been shown to result in widespread defection unless agent interactions are structured. This is most commonly achieved through using spatial constraints which limit agent interactions through specified neighbourhoods on a spatial grid. Limiting group size has been shown to benefit cooperation in these n-player dilemmas [14].

In this paper we will examine an n-player dilemma, and study the evolution of strategies when individuals can bias their interactions through a tag mediated environment. Furthermore, we will show how certain strategies evolve with respect to their sociability towards their peers. The simulations presented in this paper use the n-player Prisoner's Dilemma (NPD). The purpose of this paper is to examine the evolution of cooperation and sociability throughout the agent population in the NPD. The research presented in this paper will deal with a number of specific research questions:

1. Can a tag-mediated interaction model be used to determine group interactions in a game such as the NPD?
2. If agents have an evolvable trait which determines their sociability, then will this trait prove significant to the emergence of cooperation in the agent society?

The following section of his paper will provide an introduction to the NPD and a number of well known agent interaction models. In the Experimental Setup Section we will discuss our simulator design and our experimental parameters. Our Results Section will provide a series of game theoretic simulations. Finally we will outline our conclusions and future work.

2. BACKGROUND RESEARCH
In this section we will introduce the NPD game while also discussing some existing background research relevant to this paper.

2.1 The N-Player Prisoner’s Dilemma
The n-player Prisoner’s Dilemma is also known as the Tragedy of the Commons [5] and the payoff structure of this game is shown in Figure 1.

On the horizontal axis is the fraction of cooperators in the group of n players in a particular game. On the vertical axis is the payoff for an individual participating in a
In our case where all individuals defect they all receive 0, resulting in a state which is less beneficial to all participants. Individual rationality favors defection despite this. Cooperators will do much better than a defector in a group of agents, but there should result in an advantage to defectors in the agent population. Despite this, a cooperator in a group of cooperators will do much better than a defector in a group of defectors.

This game is considered a valid dilemma due to the fact that individual rationality favors defection despite this resulting in state which is less beneficial to all participants. In our case where all individuals defect they all receive 0.5. This state is a non-pareto, sub-optimal, and collectively irrational outcome for the agent population. For all values of $x$ this can be expressed as follows: $U_d(x) > U_c(x)$. $x$ is the fraction of cooperators while $U_d$ and $U_c$ are utility functions based on the fraction of cooperators in the group.

### 2.2 Agent Interaction Models

A number of alternative agent interaction models have been proposed and examined, such as spatial constraints [11, 10] and tag mediated interactions, [13]. The importance of group size has been demonstrated explicitly through tags in the PD by [7]. Similarly in the NPD [14]. Yao and Darwin demonstrated the effects of limiting group size, which was shown to benefit cooperation. Increasingly complex aspects of agent interactions have been examined by a number of authors, these include the effects of community structure on the evolution of cooperation [12, 1]. These have shown that neighborhood structures benefit cooperation.

In this paper we are most concerned with tag-mediated interactions. Tags are visual markings or social cues which can help bias social interactions [6]. They are a commonly used agent interaction model and can be considered akin to football supporters identifying each other through wearing their preferred team colours. Similarly individuals can identify each other in conversations through a common language, dialect, or regional accent. Tag-mediated interaction models are often considered as more abstract interaction models, and thereby useful to represent agent interactions more abstractly without the specific characteristics of a specific topology or implementation. The research presented by Riolo demonstrated how tags can lead to the emergence of cooperation in the Prisoner’s Dilemma [13]. Riolo investigated both a fixed and an evolved tag bias. More recently tags have been successfully applied to multi-agent problems [3, 4]. Tags have been shown to promote mimicking and thereby have major limitations where complimentary actions are required by agents. Cooperation that can be achieved through identical actions is quite easily achieved using tags, yet behaviours that require divergent actions are problematic [9, 8].

In this paper we will augment existing research to show the effects of using a tag-mediated interaction model to determine group interactions in the NPD. The following section will provide a detailed specification of our simulator and the overall design of our experiments.

### 3. EXPERIMENTAL SETUP

In this section we will outline our agent structure, our agent interaction model and our evolutionary algorithm.

#### 3.1 Agent Genome

In our model each agent is represented through an agent genome. This genome holds a number of genes which represents how that particular agent behaves.

$$Genome = G_C, G_T, G_S,$$  

The $G_C$ gene represents the probability of an agent cooperating in a particular move. Each agent has $G_C$ gene which never changes throughout their lifetime. The $G_T$ gene represents the agent tag. This is represented in the range $[0\ldots1]$ and is used to determine which games each agent participates. Finally, the $G_S$ gene represents the sociability of an agent. This gene is also a number in the range $[0\ldots1]$ which acts as a degree of sociability for that individual agent. Initially these agent genes are generated using a uniform distribution for the first generation. Over subsequent generations new agent genomes are generated using our genetic algorithm.

#### 3.1.1 Tag Mediated Interactions

In our simulations each agent interacts through a simple tag mediated interaction model. We adopt a similar tag implementation as that outlined by Riolo [13]. In our model each agent has a $G_T$ gene which is used as their tag value. Each agent A is given the opportunity to make game offers to all other agents in the population. The intention is that this agent A will host a game and the probability other agents will participate is determined as follows.

$$d_{A,C} = 1 - |A_{GT} - C_{GT}|$$  

This equation is based on the absolute value between the tag values of two agents A and C. This value is used to generate two roulette wheels $R_a$ and $R_c$ for A and C. These two roulette wheels will then be used to determine agent A’s attitude to C and agent C’s attitude to A. An agent C will only participate in the game when both roulette wheels have indicated acceptance. The distribution of these roulette wheels are also influenced by each agent’s sociability gene. This gene acts like a scalar value which is used to reflect that some agents are more sociable than others and will therefore be more willing to play with their peers. This is shown in the following equation, where $R_a$ represents the roulette wheel probability of entering a game.

$$R_a = d_{A,C} \times A_{GS}$$  

**Figure 1: The N-Player Prisoner’s Dilemma**

![Tragedy of the Commons](image-url)
Each agent in the population makes a game offer to all other agents, and the set of agreed players then participate in the NPD game.

3.1.2 Genetic Algorithm

In our simulator we have implemented a simple genetic algorithm. In each generation individuals participate in varying numbers of games. Therefore, fitness is determined by summing all their payoffs received and getting an average payoff per game. In each generation, the top 10% of agents are copied directly into the following generation. The other 90% of the agent population in generation $G+1$ are generated through evolving new strategies based on agent fitness in $G$. Individuals are selected through roulette wheel selection based on their fitness from generation $G$. Parent pairs are selected and then these are used to generate a single new agent offspring for generation $G + 1$. Crossover occurs through averaging the genes between the two parent strategy genomes $G_C, G_T, G_S$. These averaged strategy genes are then used for the new agent. A 5% chance of mutation on each of these strategy genes is also used, and once this occurs a gaussian distribution is used to determine the degree of change.

4. EXPERIMENTAL RESULTS

In this section we will present a series of simulations showing the results of our experiments. Firstly, we will examine a set of graphs depicting the results from a single run over 1000 generations. The aim of this single run is to show the inherent links between certain agent gene values and the overall cooperation throughout the agent population. Later in this section we will present simulations showing results from a number of experimental runs. These will demonstrate the overall stability of our results over multiple runs. All our simulations were conducted using an agent population of 100 agents.

![Figure 2: Average Gene Value (1 Run)](chart)

Figure 2 shows the rapid emergence of cooperation throughout the agent population. This graph depicts the average $G_C$ and $G_S$ genes throughout the agent population in each generation. The results show the emergence of cooperation as the average $G_S$ gene falls throughout the population. These results show a rapid drop in the average $G_S$ gene which reflects the tendency of the agent population to interact with fewer peers. The increased levels of cooperation throughout the population are closely linked with the tendency of individuals to act less sociably. It is clear from the results that the heightened cooperative gene is linked directly with the lower sociability gene.

![Figure 3: Average Number of Games (1 Run)](chart)

The results in Figure 3, depict the average number of games each agent participates in throughout successive generations. These results show the underlying dynamics that resulted in the heightened average cooperation shown in Figure 2. Once agents begin to participate in multiple n-player dilemmas they are exposed to exploitation and they are then heavily penalised. It is clear that cooperation is achieved through agents participating in as few games as possible. This serves to limit their exposure to potential exploitative peers.

The simulations shown are from a single run over 1000 generations. These simulations show the close relationship between the various agent gene values, and the collective behaviour of the agent population. For example around Generation 440 we can identify a period of increased sociability and a corresponding drop in cooperativeness throughout the population. This feature is clearly identifiable through examining the average gene values in Figure 2 and also the average game participation results in Figure 3.

These results are confirmed when examined over multiple experimental runs. The following graphs are averaged over 25 experimental runs. The purpose of these experiments is to confirm that the overall trends identified previously are repeated over many runs.

![Figure 4: Average Gene Value (25 Runs)](chart)

The data shown in Figure 4 show the average strategy genes averaged over many experiments. The results show that the agent population consistently converges on cooperation throughout multiple experiments. We also notice the low $G_S$ genes recorded throughout the simulations. Through limiting game participation to a tiny number of games, each agent minimises the opportunity of less cooperative individuals to exploit them. Once cooperative strategies benefit heavily by limiting their interactions they receive heightened payoffs and then this feature is propagated throughout new agents in the population.
posed two specific research questions.

F urthermore, we have also demonstrated the advantage to
the agent population to evolve with respect to their cooper-
sociability of our agent population. Instead we have allowed
approach. In our case we have not explicitly determined the
models reinforces these observations through an alternative
ditional Prisoner’s Dilemma [7] and also the NIPD [14]. Our
reinforces much of the existing literature involving the tra-
mine their degree of sociability towards their peers. This
the ability of individuals in our agent population to deter-
tation. This facilitates the emergence of cooperation and helps
to maintain cooperation it over successive generations.

5. CONCLUSIONS

This paper has examined the NPD game with respect to
group participation. For the first time this game has been
investigated using a tag-mediated interaction model. Our
results demonstrate that despite there being a clear incen-
tive to defect, cooperation can still emerge. This stems from
the ability of individuals in our agent population to deter-
tions is clear from the obvious link between coopera-
tion and sociability genes. Our results have demonstrated
the significance of sociability in games such as the NPD.
Furthermore, we have also demonstrated the advantage to
cooperative individuals who act less sociably towards their
peers. Limiting game participation provides a very effective
defence against exploiters. Earlier in our introduction we
posed two specific research questions.

1. Our results show that tags can successfully bias inter-
actions in the NPD. We believe this is the first time a
tag model has been applied to the NPD. Our results
show the resulting levels of cooperation that emerged.

2. The significance of the sociability gene in our simul-
ations is clear from the obvious link between coopera-
tion and sociability in our simulations.

This paper has presented an evolutionary model capable
of modeling sociability within the agent strategy genome.
We have also shown how tags can be used to determine n-
player games. Finally, our results have shown through an
evolutionary model that there is a clear benefit to agent
strategies who are cooperative in tandem with being less
sociable through limiting their exposure to exploitation.

In summary this paper has shown that tags can be success-
fully adapted to bias agent interactions in a n-player game
such as the NPD. Furthermore, we have demonstrated how
an agent population can engender and maintain cooperation
through an evolvable sociability trait. In future work we
hope to examine how cooperation can be engendered with-
out limiting game participation so dramatically.
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